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Summary 
Much has been written in the past two decades about women in academic science careers, but this literature is 
contradictory. Many analyses have revealed a level playing field, with men and women faring equally, whereas 
other analyses have suggested numerous areas in which the playing field is not level. The only widely-agreed-upon 
conclusion is that women are underrepresented in college majors, graduate school programs, and the professoriate 
in those fields that are the most mathematically intensive, such as geoscience, engineering, economics, mathematics/
computer science, and the physical sciences. In other scientific fields (psychology, life science, social science), women 
are found in much higher percentages.

In this monograph, we undertake extensive life-course analyses comparing the trajectories of women and men in 
math-intensive fields with those of their counterparts in non-math-intensive fields in which women are close to parity 
with or even exceed the number of men. We begin by examining early-childhood differences in spatial processing and 
follow this through quantitative performance in middle childhood and adolescence, including high school coursework. 
We then focus on the transition of the sexes from high school to college major, then to graduate school, and, finally, 
to careers in academic science.

The results of our myriad analyses reveal that early sex differences in spatial and mathematical reasoning need not 
stem from biological bases, that the gap between average female and male math ability is narrowing (suggesting strong 
environmental influences), and that sex differences in math ability at the right tail show variation over time and across 
nationalities, ethnicities, and other factors, indicating that the ratio of males to females at the right tail can and does 
change. We find that gender differences in attitudes toward and expectations about math careers and ability (controlling 
for actual ability) are evident by kindergarten and increase thereafter, leading to lower female propensities to major in 
math-intensive subjects in college but higher female propensities to major in non-math-intensive sciences, with overall 
science, technology, engineering, and mathematics (STEM) majors at 50% female for more than a decade. Post-college, 
although men with majors in math-intensive subjects have historically chosen and completed PhDs in these fields more 
often than women, the gap has recently narrowed by two thirds; among non-math-intensive STEM majors, women are 
more likely than men to go into health and other people-related occupations instead of pursuing PhDs.

Importantly, of those who obtain doctorates in math-intensive fields, men and women entering the professoriate 
have equivalent access to tenure-track academic jobs in science, and they persist and are remunerated at comparable 
rates—with some caveats that we discuss. The transition from graduate programs to assistant professorships shows 
more pipeline leakage in the fields in which women are already very prevalent (psychology, life science, social 
science) than in the math-intensive fields in which they are underrepresented but in which the number of females 
holding assistant professorships is at least commensurate with (if not greater than) that of males. That is, invitations to 
interview for tenure-track positions in math-intensive fields—as well as actual employment offers—reveal that female 
PhD applicants fare at least as well as their male counterparts in math-intensive fields.
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Introduction

We present a comprehensive synthesis of the empirical 
findings and logical analyses informing the question of 
why women are underrepresented in certain academic 
fields of science. Our emphasis is on those fields that are 
spatially and mathematically intensive—the ones in 
which women are most underrepresented—such as geo-
science, engineering, economics, mathematics/computer 
science, and the physical sciences, including chemistry 
and physics (which we abbreviate as GEEMP).1 In this 
article, we compare math-intensive fields to non-math-
intensive fields of science, including life science, psychol-
ogy, and social science (which we abbreviate as LPS), in 
which women are often at parity with or exceed the 
number of men. A burgeoning literature bears on this 
topic, produced by scholars from diverse disciplines 
(e.g., psychology, economics, sociology, endocrinology, 
mathematics, philosophy, bibliometrics, and education), 
and there are many disagreements and confusions among 
researchers, the lay public, and policymakers.

These disagreements reside at multiple levels: (a) dis-
agreements about the design and interpretation of stud-
ies (e.g., why 3-D mental rotation tasks show a male 
advantage whereas paper-folding tasks that entail similar 
processes do not; why some ethnic groups display gen-
der2 differences in math but others do not, or even show 
a reverse gender trend); (b) disagreements over which 
fields should be emphasized in studying female under-
representation (e.g., although the GEEMP fields show 
large sex differences, so do some humanities fields, such 
as philosophy); (c) disagreements regarding which types 
of institutions exhibit the largest sex differences (teach-
ing-intensive vs. research-intensive, or R1, institutions); 
(d) disagreements about which dependent variables 
should be the focus of analysis (e.g., matriculation and 
graduation rates, transition rates, rates of obtaining 

 tenure-track positions, interviewing outcomes, hiring 
outcomes, promotion rates, salary, job satisfaction, work-
product evaluation, job persistence, grant-getting suc-
cess, awards, number of publications, leaving science); 
(e) disagreements over the cause of pipeline leakage 
from high school to college to graduate school to career; 
(f) disagreements concerning how gender bias should be 
defined; (g) differences across disciplines in how the 
problem is framed (e.g., in terms of market forces vs. 
implicit processing vs. discrimination); and (h) disagree-
ments concerning how productivity and excellence 
should be conceptualized.

We examine all of these variables in the following 
pages. Assembling and comparing these variables in dif-
ferent ways leads to interesting strata for analysis, such as 
salary gaps for Type of Field × Type of Institution, or 
causes of attrition of female college majors in each field 
at the point of graduate-school entry.

There has been a tendency in the literature to conflate 
historical findings with current findings, thus obscuring 
both trends over time and the current state of the field. 
(This is particularly likely to happen when discussing hir-
ing, persistence, and remuneration rates that may have 
changed in recent decades or even in recent years.) In 
fact, the results we present below show such a dramatic 
increase in the number of women in science at all levels 
over the past 40 years that research based on data prior 
to the 1990s may have little bearing on the current cir-
cumstances women encounter. As a result, we present 
the most recent data available, and our synthesis of the 
literature emphasizes recent studies—those done since 
2000—augmented by our own analyses of recent data in 
order to shed light on the current situation for women in 
science, rather than on what was once historically true.

Our attempt to resolve arguments and inconsistencies 
in the literature and media relies on a life-course frame-
work. We examine causal factors beginning in early 

Along these same lines, our analyses reveal that manuscript reviewing and grant funding are gender neutral: Male 
and female authors and principal investigators are equally likely to have their manuscripts accepted by journal editors 
and their grants funded, with only very occasional exceptions. There are no compelling sex differences in hours 
worked or average citations per publication, but there is an overall male advantage in productivity. We attempt to 
reconcile these results amid the disparate claims made regarding their causes, examining sex differences in citations, 
hours worked, and interests.

We conclude by suggesting that although in the past, gender discrimination was an important cause of women’s 
underrepresentation in scientific academic careers, this claim has continued to be invoked after it has ceased being a 
valid cause of women’s underrepresentation in math-intensive fields. Consequently, current barriers to women’s full 
participation in mathematically intensive academic science fields are rooted in pre-college factors and the subsequent 
likelihood of majoring in these fields, and future research should focus on these barriers rather than misdirecting 
attention toward historical barriers that no longer account for women’s underrepresentation in academic science.

Keywords
pipeline leakage, STEM, gender bias, cognitive sex differences, salary gap, productivity, citations, opting out, tenure, 
work–life balance
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childhood (e.g., sex differences in cognitive processing 
during infancy that may combine with gendered social-
ization experiences during the preschool period). These 
early-childhood factors are then linked to differences in 
mathematics achievement and math identity in high 
school (e.g., gaps in Advanced Placement, or AP, math 
and science coursework and subsequent expectations for 
college majors) and college (e.g., majors and graduate-
school or career aspirations). This set of differences is 
then followed with an examination of gender differences 
in the completion of graduate programs and subsequent 
application for tenure-track academic positions, and, ulti-
mately, with an investigation of the role of gender in 
tenure-track hiring in the academy (or, alternatively, out-
side it), the acquisition of tenure, and promotion to full 
professor. We provide new data on the attrition of women 
at some of these critical points and evaluate factors 
claimed to be responsible. To foreshadow our conclu-
sions, we find that although women are underrepre-
sented in GEEMP fields, the overall state of the academy 
(collapsing across the many hundreds of between-sex 
contrasts involving salary, promotion, type of institution, 
type of field, and transition points) is largely one of gen-
der neutrality—with some notable exceptions that should 
be of interest to members of specific fields.

Two of us come from psychology (Ceci and Williams) 
and two of us from economics (Ginther and Kahn). In 
the past, we worked on different aspects of this research, 
using different methods and paradigms. Although we 
had read each other’s research, this Psychological Science 
in the Public Interest report marks the first time we have 
worked together. We hope that the integration of our dif-
ferent orientations has resulted in a novel perspective on 
the major arguments related to why women are under-
represented in certain fields. For example, whether a 
chilly climate drives professional women out of science, 
whether biased hiring is a culprit, or why experimental 
findings often have not been confirmed by naturalistic 
analyses are examples of questions on which our per-
spectives converged and informed each other, as a result 
of our reading each other’s literatures and engaging in 
continual discussions.

For regular readers of Psychological Science in the 
Public Interest, this report only minimally overlaps with 
the journal’s highly influential 2007 report by Halpern, 
Benbow, Geary, Gur, Hyde, and Gernsbacher (cited 
approximately 350 times as of this writing). The primary 
overlap is on the topic of sex differences in mathematical 
aptitude, which we have updated to cover research that 
has emerged since their report was published. However, 
this is a small part of the present report, which focuses 
instead on the factors responsible for the dearth of 
women professionals in math-intensive academic fields—
including why so many women who are PhD recipients 

opt not to pursue academic careers by not competing for 
tenure-track positions at R1 institutions, or accept such 
posts only to drop out or become stalled. Indeed, most of 
the evidence we draw on not only addresses a set of 
questions different from that of the Halpern et al. (2007) 
report (i.e., concerning salary, persistence, and promo-
tion) but also addresses evidence that was not available 
at the time of their report, as most of the analyses reported 
herein are based on recent data, some available only in 
late 2013 and early 2014.

En route to answering questions about the dearth of 
women in math-intensive fields, we will examine earlier 
transition points in males’ and females’ lives, from primary 
school to college, from college to graduate school, from 
receipt of PhD to postdoctoral positions and assistant pro-
fessorships, and upward to senior ranks. We will examine 
the sources of attrition of females at each point, the differ-
ent effects of family aspirations and the presence of young 
children on the careers of women and men, and sex dif-
ferences in productivity, remuneration, and promotion.3 
We have thus attempted to provide a comprehensive 
report on the state of the art and science on the question 
of women’s underrepresentation in math-intensive fields 
of academic science. Again, we have labeled these under-
represented fields GEEMP (for geoscience, engineering, 
economics, mathematics/computer science, and the phys-
ical sciences) to distinguish them from other science, 
technology, engineering, and mathematics (STEM) 
fields—life science, psychology, and social science 
(LPS)—in which women are well represented.

An Overview of the Problem

“Contradictory” is the word that best characterizes the 
literature on women’s underrepresentation in academic 
science. There is agreement that women are underrepre-
sented in all math-intensive fields in the academy. In all 
GEEMP fields in 2010, for example, women comprised 
only 25% to 44% of tenure-track assistant professors and 
7% to 16% of full professors (our calculations here are 
based on the National Science Foundation’s, or NSF’s, 
2010 Survey of Doctorate Recipients, or SDR: http://
ncsesdata.nsf.gov/doctoratework/). But there is heated 
debate over why women are so conspicuously absent in 
these fields compared with LPS fields. In the LPS fields, 
the comparable figures show that women hold 66% of 
the tenure-track assistant professorships in psychology, 
45% in social science (excluding economics), and 38% in 
life science; for full professorships, the figures are 35%, 
23%, and 24%, respectively.

In this section, we present the educational milestones 
leading to an academic science career by juxtaposing the 
percentage of women who complete each educational 
level (e.g., baccalaureate in a GEEMP field) with those 
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who complete the next level (PhD in a GEEMP field): 
Contrasts between rates of high school graduation, 
receipt of bachelor’s degrees, receipt of PhDs, and assis-
tant professorships will be used to frame the arguments 
in later sections of this article. Along the way, we note the 
junctures at which women are less—or more—likely to 
proceed to the next level, using the latest data available 
to perform these analyses. In the rest of this section, we 
disaggregate scientific fields to show the very different 
trends in female participation by field, before addressing 
potential explanations regarding female representation in 
scientific careers.

Educational milestones for women 
and men

Half of all 24- to 25-year-olds with at least a high school 
diploma are women, but women have represented more 
than half of bachelor’s-degree recipients since the mid-
1980s, and made up 57% of bachelor’s-degree holders as 
of 2010 (Fig. 1a).

As mentioned previously, women are equally repre-
sented or overrepresented in some STEM fields (the LPS 
fields) and underrepresented in others (the GEEMP 
fields). Figure 1a shows that by 2011, the proportion of 
females among the bachelor’s-degree-holding STEM 
majors was only a few percentage points below the pro-
portion of females among all majors (averaging 6.5 per-
centage points), and was essentially the same as the 
proportion of females among high school graduates—
with all exceeding 50%.

However, the contrast between GEEMP and LPS fields 
is stark. Women received only 25% of GEEMP bachelor’s 
degrees in 2011, a more-than-30-percentage-point differ-
ence from the overall percentage of females among 
bachelor’s-degree recipients. Moreover, after growing in 
the 1990s, the percentage of women in these majors has 
become increasingly smaller since 2002. In contrast, 
women are significantly overrepresented in LPS fields, 
receiving almost 70% of these bachelor’s degrees. As in 
the GEEMP fields, the number of female baccalaureates 
in LPS fields grew in the 1990s; however, it has not fallen 
during the past decade. Thus, combining all STEM fields 
masks important differences in degree trends between 
GEEMP and LPS fields.

Figure 1b compares the percentage of female LPS and 
GEEMP bachelors, PhDs, and assistant professors from 
1994 to 2011. Within the LPS fields, the percentage of 
female PhDs granted increased from 46.1% in 1994 to 
57.9% in 2011. GEEMP female PhDs, which started at a 
much lower 16.8% in 1994, had increased to 26.3% by 
2011. This growth was greater than the growth in bach-
elors 7 years earlier (the approximate interval between 
receipt of a bachelor’s degree and a PhD in science).

Figure 2 directly compares cohort sizes of GEEMP and 
LPS bachelors with GEEMP and LPS PhDs 7 years later, 
for PhDs in the early 1990s and in 2007 through 2011, in 
essence creating artificial cohorts. In both periods, a 
smaller percentage of females than males proceeded 
from a STEM undergraduate major to a STEM PhD. This 
gender gap was particularly large for GEEMP fields in the 
early 1990s, yet by 2007 to 2011, the GEEMP gap had 
fallen by two thirds. There was a smaller gender gap in 
the likelihood of proceeding from undergraduate major 
to PhD in LPS fields than there was in GEEMP fields in 
the early 1990s. However, since then, the gender gap for 
LPS fields has narrowed by a much smaller amount than 
that for GEEMP fields, and this has mostly been due to 
fewer males getting LPS PhDs rather than to more females 
getting PhDs.

Figure 3 disaggregates the trends in female representa-
tion among STEM bachelors and STEM PhDs into more 
detailed fields and over a longer period of time. Figure 3a 
shows that since the mid-1990s (and, in some cases, 
before then), the majority of bachelor’s degrees in psy-
chology (>70%), life science (70%), and social science 
(>70%) have been awarded to women. The number of 
bachelor’s degrees awarded to women in geoscience, the 
physical sciences, and engineering has more than dou-
bled since the 1970s. In contrast, in mathematics/com-
puter science, the number of bachelor’s degrees awarded 
to women has dropped significantly. This has resulted 
disproportionately from women decreasing their num-
bers in one field: computer science.4

Figure 3b shows the percentage of PhDs by disaggre-
gated field. With the exception of mathematics/computer 
science, patterns similar to those for bachelor’s degrees 
emerge in all fields. In the most recent decade (and 
before that, for psychology), more than half of the PhDs 
in psychology and life science were awarded to women. 
By 2011, nearly half of PhDs in social science (excluding 
economics) were awarded to women. Geoscience, the 
physical sciences, mathematics/computer science, and 
engineering have shown tremendous growth in the num-
bers of PhDs awarded to women, from very small num-
bers (10% or less) in the 1970s. Both economics and 
engineering possess a higher percentage of female doc-
torates than they do of female bachelor’s-degree 
holders.

As we follow scientists through the pipeline, we can 
see that women have increased their representation as 
tenure-track assistant professors in LPS fields, rising from 
27.5% to 32.3%, and in GEEMP fields, rising much more 
markedly, from 14.3% to 22.7% (Fig. 1b). In Figure 4a, we 
show more disaggregated fields over a longer period. 
Within LPS fields, psychology had the highest percentage 
of female assistant professors throughout the period, fol-
lowed by social science. The percentage of female 
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Fig. 1. Percentage female among high school graduates and bachelor’s-degree holders (a) and among bachelor’s-degree holders, PhDs, and tenure-
track assistant professors (b) from 1994 to 2011, as a function of field (science, technology, engineering, and mathematics = STEM; life science, 
psychology, and social science = LPS; geoscience, engineering, economics, mathematics/computer science, and the physical sciences = GEEMP). 
The graph in (a) shows data for 24- and 25-year-olds drawn from the Current Population Survey Outgoing Rotations Data (http://www.bls.gov/
cps/#data); data shown in the graph in (b) are drawn from the National Science Foundation’s WebCASPAR database (https://ncsesdata.nsf.gov/
webcaspar/).
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assistant professors in life science increased over the ’70s, 
’80s, and early ’90s, but has hovered between 30% and 
40% in the 15 years since, despite the fact that women 
made up a continually increasing proportion of life- 
science PhDs. Within the GEEMP fields, engineering has 
shown the most remarkable growth, going from nearly 
0% female in 1973 to 30% in 2010.

Transition from PhD to tenure track

To study the transition from PhDs to tenure-track assis-
tant professorships, we again created artificial cohorts 
and compared the percentage of female PhDs to the per-
centage of female assistant professors 5 to 6 years later. 
This analysis indicated that in LPS fields, fewer women 
than men proceed to assistant professorship. Thus, the 
percentage of female assistant professors in LPS fields 
from 1993 to 1995 was 28.4%, compared with 41.6% of 
women in the corresponding PhD years—a gap of 13 
percentage points, or almost one third of the women not 
progressing from PhD to assistant professor (Fig. 5). In 
recent years, this gap between the percentage of PhDs 
granted to women and the percentage of women with 
doctorates who subsequently assume assistant professor-
ships has widened rather than narrowed: The percentage 
of female assistant professors from 2008 to 2010 was 
31.6%, whereas the percentage of women in the corre-
sponding PhD years was 53.2%—a gap of 22 percentage 
points. The overall gender gap for PhDs in biological sci-
ences in moving from PhD to tenure-track assistant pro-
fessorships during the earlier period was also documented 
in Ginther and Kahn (2009), even after controls for demo-
graphics, degree characteristics, and fields were added.

In contrast, in the GEEMP fields, women progressed 
from PhD to assistant professorships in approximately 
the same ratio as did men—a finding again similar to 
Ginther and Kahn’s (2009) results. Thus, the percentage 
of women among assistant professors from 1993 to 1995 
was 7% higher than the percentage of women in the cor-
responding PhD years. Among assistant professors from 
2008 to 2010, the percentage of women was 5% lower 
than the percentage of women in the corresponding PhD 
years, a small drop (see Fig. 5).

Viewing all ranks together, women as a percentage of 
the total faculty (tenure track and tenured combined) 
grew from very low numbers in the early 1970s to 
approximately one third of faculty in geoscience and life 
science in 2010. In contrast, as Figure 4b shows, women 
still make up 20% or less of the total faculty in the math-
ematically intensive GEEMP fields.

Moreover, women make up a significantly larger por-
tion of assistant professors—with rates in most GEEMP 
and LPS fields 10 percentage points higher than for all 
tenured and tenure-track faculty combined. This higher 
proportion of females among assistant professors in 2010 
suggests that in the near future, female representation in 
both GEEMP and LPS fields will rise at tenured ranks, if 
promotion and retention is similar for female and male 
faculty. This is a big “if,” and one we consider below.

Academic careers can and do evolve over time, and 
faculty often transition into administrative positions, 
becoming department chairs, deans, provosts, and uni-
versity presidents. To examine this, we first analyzed the 
SDR, combining all fields, to compare the fractions of 
women and men who were in administrative positions at 
R1 institutions, and found no significant sex differences 
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Fig. 4. Percentage female among tenure-track assistant professors (a) and among tenured or tenure-track faculty (b) from 1973 to 2010 as a function 
of field. Values shown are weighted percentages. Data shown here are drawn from the National Science Foundation’s Survey of Doctorate Recipients  
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at any administrative level. We then determined whether 
there were sex differences in university administrative 
positions when all types of institutions were combined, 
and found some slight but significant sex differences: 
Women were less likely than men to be deans, directors, 
or department chairs (12.1% vs. 15.1%; p < .01) but were 
equally likely to be presidents, provosts, and chancellors 
(1.2% vs. 1.2%).

Thus, the points of leakage from the STEM pipeline 
depend on the broad discipline being entered—LPS or 
GEEMP. By graduation from college, women are over-
represented in LPS majors but far underrepresented in 
GEEMP fields. In GEEMP fields, by 2011, there was very 
little difference in women’s and men’s likelihood to 
advance from a baccalaureate degree to a PhD and then, 
in turn, to advance to a tenure-track assistant professor-
ship. Another way to think of this is that far fewer women 
are interested in (or perhaps capable in, as we discuss 
below) GEEMP fields to begin with, but once women are 
within GEEMP fields, their progress resembles that of 
male GEEMP majors. In contrast, whereas far more 
women than men major in LPS fields, in 2011, the gender 
difference in the probability of advancing from an LPS 
baccalaureate degree to a PhD was not trivial, and the 
gap in the probability of advancing from PhD to assistant 
professorship was particularly large, with fewer women 
than men advancing.

Evidence on Potential Explanations 
for Women’s Underrepresentation in 
Academic GEEMP Careers

Although women’s underrepresentation in math-inten-
sive fields is not in doubt, its cause is hotly disputed. The 
disciplines of economics and psychology differ in their 
approach to and modeling of gender differences in career 
outcomes. In general, economists focus on comparative 
advantage, whereby individuals choose to work in areas 
where they are relatively more productive—weighing the 
costs and benefits of alternative careers and nonmarket 
activities—and on market forces balancing supply (based 
on comparative advantage) and demand (based on pro-
ductivity); when these explanations are not supported by 
the data, economists try to understand why discrimina-
tion can be a self-reinforcing equilibrium. In contrast, 
psychology has tended to focus on early socialization 
practices, implicit and explicit biases, stereotypes, and 
biological sex differences in explaining this gap. In the 
face of the evidence just shown—indicating that the 
sources of the underrepresentation in GEEMP fields can 
be seen early, many years before college—the econo-
mists among us agree with the psychologists that early 
socialization and possibly even biological differences can 
lead to differences in comparative advantage. Moreover, 
they emphasize that anticipated gender differences in 
future career opportunities lead to behaviors and choices 
that reinforce early socialization, a position that psychol-
ogists also endorse. And the psychologists among us 
agree with the economists that productivity differences 
play an important role in explaining later persistence, 
promotion, and salary in some fields, as we describe 
later.

In LPS fields, the issues are different. Women drop off 
the academic ladder post-bachelor’s. Here, too, the econ-
omists and psychologists on our team started by empha-
sizing different possible avenues of post-baccalaureate 
gender differences, with economists emphasizing ratio-
nal choices, where the opportunity cost of balancing 
work and family is associated with not pursuing aca-
demic science, and psychologists emphasizing people-
versus-things preferences that result in many STEM 
females opting for medicine, law, and veterinary science 
over GEEMP fields. Psychologists have charted large sex 
differences in occupational interests, with women prefer-
ring so-called “people-oriented” (or “organic,” or natural-
science) fields and men preferring “things” (people- and 
thing-oriented individuals are also termed “empathizers” 
and “systematizers,” respectively; e.g., Auyeung, 
Lombardo, & Baron-Cohen, 2013). This people-versus-
things construct goes back to Thorndike (1911) and is 
one of the salient dimensions running through vocational 
interests; it also represents a difference of 1 standard 
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deviation between men and women in vocational inter-
ests. Lippa has repeatedly documented very large sex dif-
ferences in occupational interests, including in 
transnational surveys, with men more interested in 
“thing”-oriented activities and occupations, such as engi-
neering and mechanics, and women more interested in 
people-oriented occupations, such as nursing, counsel-
ing, and elementary school teaching (e.g., Lippa, 1998, 
2001, 2010).5 And in a very extensive meta-analysis of 
over half a million people, Su, Rounds, and Armstrong 
(2009) reported a sex difference on this dimension of a 
full standard deviation.6 However, despite differences 
between us at the start, over time our respective views on 
women’s migration from LPS appear to have converged, 
as readers will see.

Framed against the drop-offs depicted in Figures 1 
through 5, we have organized our discussion of potential 
explanations for the underrepresentation of women in 
GEEMP careers by following the life course, beginning 
with prenatal hormones that are thought to influence 
cognition; continuing with sex differences in childhood 
socialization, cognitive aptitude, and achievement; and 
stretching through to sex differences in the academic-
career outcomes of productivity, pay, and promotion. As 
will be seen, at each stage, we evaluate the evidence sup-
porting each potential explanation for the ultimate under-
representation of women in academic science careers 
and carry this evaluation forward to the next stage. We 
begin with the earliest developmental period for which 
empirical data are available.

Potential explanation #1: 
Mathematical- and spatial-ability 
differences from in utero through high 
school

Here, we consider argument and evidence in support of 
the claim that the shortage of women in math-intensive 
fields results in part from spatial- and quantitative-ability 
differences favoring males, some of which are alleged to 
emanate from early in life. We segue from this argument 
to a discussion of sex differences in later quantitative 
ability, including at the elite level of mathematical apti-
tude from which many academics in GEEMP hail.

Is there a prenatal basis for males’ early spatial 
and mathematical aptitude? It is routinely argued 
that behaviors that show sex differences in spatial and 
mathematical performance are influenced by androgen 
levels, especially those in the prenatal period for most 
mammals (Finegan, Niccols, & Sitarenios, 1992; Hines 
et  al., 2003). Prenatal androgens are associated with a 
certain cognitive profile later in life, including mental 

rotation ability (for reviews, see Auyeung et  al., 2013; 
Falter, Arroyo, & Davis, 2006; Hines et al., 2003; Valla & 
Ceci, 2011). Male hormones are postulated to organize 
brain systems for a range of mechanisms for information 
processing.

However, a straightforward hormonal account of spa-
tial and mathematical performance has been limited for 
several reasons. First, girls with exceptionally high levels 
of prenatal androgens (those afflicted with congenital 
adrenal hyperplasia, or CAH) do not consistently perform 
on later math and spatial-aptitude batteries as would be 
expected if male hormones organized the developing 
brain for optimized spatial processing. For example, 
Hines et al. (2003) showed that females with CAH did not 
perform better than unaffected females on mental rota-
tions despite being exposed to much higher levels of 
male hormones prenatally (for a review, see Valla & Ceci, 
2011).7 Second, Auyeung and her colleagues (2013) have 
shown that the hormonal influence is time- and dose-
dependent and that a critical window exists beyond 
which the effect of hormones is greatly attenuated. 
Finally, in an ambitious analysis that connected structural 
and behavioral measures in a large sample of youth, 
Ingalhalikar et al. (2014) demonstrated sex differences in 
inter- versus intra-regional connectivity density. In men, 
there are more dense connections within regions and 
within hemispheres than between them, which optimizes 
doing one thing at a time very well, and greater focal 
intrahemispheric activation in males is an asset in spatial 
tasks. In women, by contrast, there are more long-range 
connections, which are especially suited for language 
and similar processing.

Vuoksimaa and her colleagues (2010) examined 
mental rotation performance as a function of twinship. 
The reasoning was that when a male baby is gestated, 
he is exposed to an androgen bath around the end of 
the first trimester, which has been associated with post-
natal cognitive and personality outcomes, including 
3-D mental rotation ability. The quantity of prenatal 
androgen is limited in the case of a female fetus except 
when her co-twin is a male. In this case, the concentra-
tion of male hormones in the female co-twin’s prenatal 
environment is larger than it would have been if her 
co-twin were female or if she had no twin at all. 
Vuoksimaa et al. (2010) reported that later in life, those 
females who had male twins (and thus were exposed to 
higher prenatal concentrations of androgen) performed 
better on the mental rotation test (MRT) than did 
females who shared their prenatal environment with 
female co-twins:

The superior MRT performance of female twins 
from opposite-sex pairs compared with female 
twins from same-sex pairs remained statistically 
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significant, b = 1.31, p = .006, after controlling for 
age, birth weight, gestational age, mother’s age at 
the twins’ birth, and computer-game experience. 
(p. 1070)

The p value of the same comparison for males was .11, 
neither significant nor convincingly absent. These differ-
ences are graphed in Figure 6.

Thus, Vuoksimaa et  al. suggested that the females’ 
superior spatial ability was due to their sharing a prenatal 
environment with males. However, one can imagine sub-
stantial postnatal environmental differences in gross 
motor play (e.g., with block-building) when a girl’s sib-
ling is a boy compared with when it is another girl. A 
female twin whose sibling is a male might also be 
exposed to similar spatial language that is used by par-
ents primarily with their male preschoolers (e.g., when 
they are playing with puzzles) and that has been associ-
ated with spatial and mathematical skills 6 months later 
(Levine, Ratliff, Huttenlocher, & Cannon, 2012). However, 
Miller and Halpern (2014, p. 40) pointed out that girls 
who had a brother close to them in age had no advan-
tage. Also, note in Figure 6 that males who shared their 
prenatal setting with other males did not benefit from the 
increased androgens and even appeared to be slightly 
worse (albeit insignificantly) than boys who shared their 
prenatal (and postnatal) environment with females. 
Obviously, there is no linear relationship between prena-
tal androgens and later spatial ability, because although 
androgen levels are highest among two male twins, they 
do not manifest higher MRT scores. Work with older indi-
viduals has often suggested that the optimal level of 
androgen and, specifically, testosterone is not very high 
(Valla & Ceci, 2011).

Early spatial differences between boys and girls. As 
will be seen later, the literature on early sex differences 
in both mathematical and spatial ability is largely based 
on studies of mean performance rather than on compari-
sons between the sexes at the right tail of the distribution, 
where most GEEMP academics are found. Meta-analytic 
studies have documented large sex differences in 3-D 
mental rotation ability favoring males. However, there are 
only small differences in cognitively-less-demanding 2-D 
spatial rotation tasks among children and teenagers (Linn 
& Petersen, 1985; Voyer, Voyer, & Bryden, 1995), and no 
systematic sex differences or even a female advantage in 
other types of spatial ability, such as that needed in spa-
tial-memory and object-location tasks.

Over 100 studies have examined sex differences on 
these types of tests. The research has uniformly reported 
large effect sizes favoring male superiority in 3-D spatial 
processing, with effect sizes often greater than 0.80 SD 
(e.g., see Linn & Petersen, 1985; Voyer et al., 1995).

Interestingly, some spatial tasks show a male advan-
tage when they are framed as geometry problems but a 
female advantage when they are framed as an art task 
(Huguet & Regner, 2009). Various interventions for teach-
ing spatial processing have demonstrated that the gap 
between the sexes can be narrowed, though not usually 
fully closed, at least within the confines of the training 
durations, which typically have been one semester or less 
(Ceci, Williams, & Barnett, 2009).

Boys’ spatial-ability advantage could be dismissed if 
it were clearly the result of practice playing dynamic 
video games or building with Lincoln Logs, Erector Sets, 
Legos, and so on, because if that were the basis, it could 
be contravened by exposing girls to such activities. 
Some research has shown that engagement in spatial 
activities (e.g., shaping clay, drawing and cutting 2-D 
figures) between the ages of 2 and 4 years predicts 
mathematical skills at age 4.5 years. In one recent 
experiment (Grissmer et  al., in press), an intervention 
based on transforming spatial materials by making 2-D 
copies of 3-D designs and vice versa (using paper, pat-
tern blocks, clay, etc.) elevated disadvantaged children’s 
ranking on the Woodcock-Johnson Applied Problems 
and KeyMath–3 Numeration tests from around the 32nd 
to the 48th percentile; the children’s visual-spatial ability 
was likewise elevated as a function of the play activity, 
from 33% to 47%.

However, sex differences have been observed in infant 
spatial performance, long before play activities would 
have an impact. Four studies have shown that young 
male infants outperform their female counterparts on 
mental rotation tasks. This outcome depends on method-
ological features of the experiments,8 a point we shall 
return to later in our discussion of the meaning of early 
gaps in spatial ability and its role in sex differences in 
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math achievement. First, we describe the evidence for 
early spatial differences that seems to favor male babies.

Using a simple habituation paradigm with a Shepard 
and Metzler (1971) spatial-display task (Fig. 7), research-
ers have shown that infant boys appear to recognize spa-
tial rotations earlier than their female peers. Following 
habituation to an object, when infants are shown it in a 
new perspective in alternating turns with its mirror image, 
3-month-old boys demonstrate a novelty preference 
(looking at the novel display instead of the rotated ver-
sion of the familiar display), but girls of this age do not. 
Researchers found that female 3-month-olds looked at 
the familiar and novel objects for similar durations, 
whereas male 3-month-olds looked significantly longer at 
the novel, rather than the familiar, object, which implies 
that they mentally rotated its image (Moore & Johnson, 
2011). This suggests that boys’ spatial cognition is run-
ning in advance of girls’. Quinn and Liben (2008) found 
a similar result for 3- to 4-month-olds with 2-D rotation.

Recently, Miller and Halpern (2014) reviewed the evi-
dence for these early male advantages and concluded 
that there were notable inconsistencies:

More dramatically, four studies have found male 
advantages in mental rotation tasks among infants 
as young as 3 months of age. However, many other 
infant studies did not detect these differences when 
alternate mental rotation tasks were used, including 
tasks that closely matched those used in prior 
studies. Similar male advantages in rotation tasks 
are sometimes detected among preschoolers and 

kindergarteners but sometimes not. Causes for 
these nuanced differences across studies and tasks 
are currently unclear. Although often interpreted as 
reflecting innate brain differences, early-emerging 
sex differences do not necessarily establish 
biological or environmental causation. For instance, 
sex differences in high mathematics test performance 
are reversed (female advantage) among Latino 
kindergarteners, indicating the early emerging 
effects of family and culture. (p. 39)

To further complicate the interpretation of the early 
male advantage in spatial processing as an index of direct 
biological unfolding, researchers in Germany have shown 
that 3-D mental rotation is linked to seemingly small dif-
ferences favoring infants who engage in early crawling 
and manual manipulation. In Figure 8, Schwarzer, Freitag, 
and Schum (2013) presented 9-month-olds with a 3-D 
rotation task. Half of these infants had been crawling for 
9 weeks, and some of them were prone to manually 
exploring objects that had been presented to them. The 
infants were habituated to a video of an object rotating 
back and forth through a 240° angle around its longitudi-
nal axis. When tested by being shown the same object 
rotating through the unseen 120° angle and a mirror 
image of the display, the crawlers looked significantly 
longer at the novel (mirror) object than at the familiar 
object, and this was true regardless of their manual-
exploration scores. In contrast, the noncrawling infants’ 
mental rotation was influenced by their manual explora-
tion. These results, along with others reviewed by Miller 
and Halpern (2014) that are discussed above, suggest that 
subtle environmental differences, such as early crawling 
and object manipulation, can influence spatial cognition. 
Although this does not rule out a biological basis to the 
male advantage (perhaps early crawling is biologically 
determined and occurs earlier for male babies), it pres-
ents an environmental hypothesis that could be tested 
with an intervention that induced infant girls to manipu-
late objects and crawl, even though there were no sex 
differences in these activities by 9 months of age.

Sex differences in quantitative ability. The litera-
ture on early sex differences in both math and spatial 
ability is largely based on studies of mean performance 
rather than on work isolating the top tail of the distribu-
tions. We will begin with some broad generalizations 
about adult sex differences in mathematics performance 
and then work backward to examine their developmental 
antecedents. Figure 9 relates mathematical-ability differ-
ences across STEM fields to female representation in 
those fields. Despite large increases in the numbers of 
women earning bachelor’s degrees and PhDs in STEM 
disciplines, there is a strong negative association between 

Fig. 7. Example display from Shepard-Meltzer (1970). Adapted from 
“Mental Rotation of Three-Dimensional Objects,” by R. N. Shepard and 
J. Metzler, 1971, Science, 171, p. 702. Copyright 1970 by the American 
Association for the Advancement of Science. Adapted with permission.
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the mathematical content of the PhD—as measured by 
the average GRE quantitative scores of applicants, with 
170 being the top score—and the percentage of women 
receiving advanced degrees in those fields. Simply put, 
the more math, the fewer women.

Are these sex differences in PhDs the result of sex dif-
ferences in mathematical aptitude and spatial ability that 
are manifested early in life? According to this “gender 
essentialist” claim (i.e., that the sexes are fundamentally 
different, probably because of biological differences that 
interact with the environment), early spatial and quantita-
tive differences cascade into later gaps between the 
sexes, with females scoring less often in the very top of 
the math distribution, thus impeding their admission into 
PhD programs in math-based fields. Much of the evi-
dence for sex differences in math aptitude has been 
reviewed elsewhere and found wanting as the primary 
causal factor in women’s underrepresentation (e.g., 
Andreescu, Gallian, Kane, & Mertz, 2008; Ceci & Williams, 
2007, 2010a, 2010b; Hyde & Mertz, 2009; Miller & Halpern, 

2014). By this we do not mean that spatial and quantita-
tive differences between the sexes are not real or instru-
mental in the dearth of women applying to GEEMP fields. 
Rather, as we explain below, the fact that sex differences 
in aptitude vary by cohort, nation, within-national ethnic 
groups, and the form of test used means that they are 
malleable, and there are other causal factors that may be 
more important in accounting for the lack of women in 
GEEMP careers. Moreover, mathematics is heteroge-
neous, comprising many different cognitive skills, some 
more important in, say, geometry and others more impor-
tant in algebra or calculus.

None of this means that sex differences in quantitative 
and spatial ability play no role, but it cautions against 
assuming that early sex differences translate directly into 
later sex segregation in career outcomes. For example, 
the above-documented sex differences favoring men on 
spatial 3-D tasks do not translate into reliable sex differ-
ences in geometry but depend on whether one measures 
grades or scores on standardized tests that do not cover 

Fig. 8. Examples of the images presented in habituation and test videos in Schwarzer, Freitag, and Schum (2013). The images in the 
habituation video rotated back and forth through a 240° angle (2° to 240°). The images in the test videos rotated back and forth through 
a previously unseen 120° angle (242° to 360°). Reprinted from “How Crawling and Manual Object Exploration are Related to the Mental 
Rotation Abilities of 9-Month-Old Infants,” by G. Schwarzer, C. Freitag, and N. Schum, 2013, Frontiers in Psychology, 4. Copyright 2013 
by G. Schwarzer, C. Freitag, and N. Schum. Reprinted with permission.
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materials directly taught in classrooms (Else-Quest, Hyde, 
& Linn, 2010; Lindberg, Hyde, & Petersen, 2010). For that 
matter, sex differences in mathematics scores do not 
translate into grades in math classes, including complex 
math in college (Ceci et al., 2009), and 40% to 48% of 
baccalaureates in mathematics have been awarded to 
women for at least two decades without exception (see 
Table A1 in the Appendix). Again, none of this means 
that biological sex differences play no role in the short-
age of women in GEEMP fields, but it does mean that 
care must be taken in linking these data to women’s 
underrepresentation in science, let alone touting sex dif-
ferences as the primary causal factor.

As already noted, much of the literature on sex differ-
ences in mathematical and spatial ability comes from 
studies focusing on the average mathematical ability of 
the sexes. Janet Hyde and her colleagues have analyzed 
the sex gap in average mathematics ability a number of 
times, sometimes using national probability samples 
involving millions of school-aged children (Hyde, 
Fennema, & Lamon, 1990; Hyde, Lindberg, Linn, Ellis, & 
Williams, 2008). Repeatedly, she has found small to non-
existent gaps at the center of the math distribution, with 
boys’ and girls’ average performance almost entirely 
overlapping (ds = 0.05–0.26, favoring boys).9 Hyde et al.’s 
(1990) meta-analysis included 100 studies (involving 3 
million children) and found no sex differences for chil-
dren at any age or for any type of problem—from the 
simplest types of math (fact recall) to more complex 
types of problem solving—with the exception of com-
plex math problems for high-school-aged students, 
where there was a small male advantage, d = 0.29. In 

addition, using national probability samples, Hedges and 
Nowell (1995) found a comparably sized male advantage 
among high school students. Most studies have reported 
no differences in algebra skills, which have a high verbal 
component that plays to females’ strength (Halpern, 
2012), but superior performance by boys on 3-D solid 
geometry (Kimball, 1989).

However, by the beginning of the 21st century, girls 
had reached parity with boys—including on the hardest 
problems on the National Assessment of Educational 
Progress (NAEP) for high school students. As Hyde and 
Mertz (2009) concluded:

Items from 12th-grade data categorized by NAEP as 
hard and by the researchers as requiring complex 
problem solving were analyzed for gender 
differences; effect sizes were found to average d = 
0.07, a trivial difference. These findings provide 
further evidence that the average U.S. girl has now 
reached parity with the average boy, even in high 
school, and even for measures requiring complex 
problem solving. (p. 8802)

This parity was most likely the result of increased 
mathematics-course-taking by girls (Blair, Gamson, 
Thorne, & Baker, 2005) that by this time had closed the 
course gap, which had been sizable through the 1980s.

Sex differences at the right tail. It is one thing to say 
that the sex gap at the center of the math distribution 
closed, but what about the gap at the extreme right tail—
the top 5%, 1%, or even .01% (1 in 10,000)? After all, if we 
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are concerned about the underrepresentation of women 
in math-intensive fields in the academy, then we are 
probably talking not about individuals with average 
mathematical ability but rather about those with high 
ability, as the GRE Quantitative Reasoning scores in Fig-
ure 9 suggest. What is known about sex differences 
among children at the right tail? To answer this question, 
we will augment the earlier reviews with data published 
more recently, as well as with analyses that we have run 
in the process of preparing this report.

A number of studies have reported male advantages 
on standardized math tests as early as kindergarten. In 
the largest of these studies, Penner and Paret (2008) ana-
lyzed a large, nationally representative sample of 5-year-
olds entering kindergarten in the 1998-through-1999 
cohort and found a small advantage for boys at the right 
tail on a standardized test. Notwithstanding this demon-
stration of male superiority at the right tail of young chil-
dren’s standardized-math-test distribution, sex differences 
in mathematics are not stable until adolescence (Ceci 
et al., 2009), and they vary according to whether math 
aptitude is indexed by classroom grades or by 

standardized tests that do not directly assess what is 
taught in classrooms, with the biggest sex differences on 
the latter. Below is a summary of this literature.

Lohman and Lakin (2009) analyzed 318,599 American 
3rd to 11th graders and found that a higher proportion of 
boys were in the highest stanine (top 4%) of the math dis-
tribution of high scorers, and this overrepresentation was 
relatively constant across national samples from 1984 to 
2000. Strand, Deary, and Smith (2006) reported a similar 
finding of male overrepresentation at the right tail of this 
same test for a national sample of 320,000 11-year-olds from 
the United Kingdom. As can be seen in Figure 10, boys are 
significantly more likely to score in the top 4% (1.75 SD 
above the mean) as well as in the bottom 4% in quantitative 
ability, and this pattern has been fairly stable over more than 
a 16-year period. Hedges and Nowell’s (1995) analyses of 
six national data sets also showed consistency in the sex 
ratios at the top tail over a 32-year period.

Using a huge data set, Wai and his colleagues (Wai, 
Cacchio, Putallaz, & Makel, 2010; Wai & Putallaz, 2011) 
have reported two analyses of sex differences at the right 
tail, as have Hyde et al. (2008), Ellison and Swanson (2010), 
and Andreescu et al. (2008). The latter reported large sex 
differences in the number of students achieving top rank-
ings on the most challenging mathematics competitions, 
such as the 9-hour Mathematical Olympiad test or the even 
more challenging William Lowell Putnam Mathematical 
Competition. However, the magnitude of these differences 
fluctuates across epochs, countries, and even schools 
within countries, which indicates that sociocultural factors 
are driving some of the sex differences at the right tail.

Wai et  al.’s (2010) findings are based on a stability 
analysis of right-tail ratios over 30 years and involved 1.6 
million 7th graders (who were all highly able intellectu-
ally). They show that the large sex gap reported in the 
early 1980s (a 13.5:1 ratio of males to females among 
those 7th graders scoring in the top 0.01% on the SAT-
Mathematics) had shrunk by the early 1990s to 3.8:1 and 
has remained near that ratio since. These data are based 
on large, nonrandom samples of talent-search adoles-
cents who were administered the SAT at age 13, so the 
cause of the gap-closing is unknown—for example, per-
haps more Asian and Asian-American females took the 
test toward the end of this period than at the beginning 
and, as a group, Asians and Asian-Americans excel in 
mathematics and have a lower male-to-female ratio at the 
right tail (Halpern et al., 2007), or perhaps the increasing 
number of math courses taken by females over this 
period was the primary cause of this closing, or perhaps 
changes to the composition of the test itself tilted it in 
favor of females (see Spelke, 2005, for examples of item 
changes that favor each sex).

However, even in recent representative samples, there 
have continued to exist large sex differences at the 
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extreme right tail of math performance. Among nearly 
two million 6th and 7th graders (equal numbers of males 
and females) who were administered the SAT-Mathematics 
or ACT Mathematics tests as part of a talent screening, the 
male-to-female ratio of those scoring at the top was just 
over 2-to-1. Hyde et al. (2008) also found a 2.09:1 ratio 
among the top 1% of math scorers on the NAEP. Mullis, 
Martin, Fierros, Goldberg, and Stemler (2000) reported 
small and inconsistent sex differences on Trends in 
International Mathematics and Science Study assessments 
at Grade 8, but consistent male superiority by Grade 12, 
particularly among the highest quartile of mathematics 
scorers. This underscores the earlier point about the het-
erogeneity of math, as the context of what is termed 
“math” (e.g., geometry vs. algebra) changes across grades. 
Relatedly, Stoet and Geary (2013) reported their analysis 
of the Programme for International Student Assessment 
data set for the 33 countries that provided data in all 
waves from 2000 to 2009. They, too, found large sex dif-
ferences at the right tail: 1.7:1 to 1.9:1 favoring males at 
the top 5% and 2.3:1 to 2.7:1 favoring males at the top 
1%. Thus, a number of very-large-scale analyses con-
verged on the conclusion that there are sizable sex differ-
ences at the right tail of the math distribution.

Figure 1 in Park, Lubinski, and Benbow (2007, p. 950), 
based on over 2,400 mathematically talented participants 
assessed on the SAT at age 12 and followed for 25 years 
(to examine their educational, occupational, and creative 
outcomes), provides further evidence of the importance 
of quantitative ability in succeeding in a GEEMP career. It 
also has an added feature: Of the 18 participants in this 
group who secured tenure in a STEM field at a top-50 
U.S. university, their age-12 mean SAT-Mathematics score 
was 697 (the lowest scorer in the group was 580). Getting 
a score of 697 at age 12 is very rare, but that is the point. 
This study affords a purchase on the level of mathemati-
cal reasoning associated with occupying such positions. 

It also highlights why the 30-year analysis by Wai et al. 
(2010) described above is so germane. A second piece in 
this same series of analyses controlled for educational 
credentials at elite schools (Park, Lubinski, & Benbow, 
2008), and age-12 SAT-Mathematics assessments still 
revealed impressive validities for predicting creative out-
comes such as publishing in refereed STEM outlets and 
securing patents.

Wai and Putallaz (2011) opined that a sex difference of 
the observed magnitude at the right tail is probably part 
of the larger explanation for female underrepresentation, 
although only part. In their words:

Swiatek, Lupkowski-Shoplik, and O’Donoghue 
(2000) also examined perfect scores on the 
[EXPLORE Math Test] and [EXPLORE Science Test] 
for participants from 1997 to 1999 and found a 
male-female math ratio of 2.27 to 1 and a science 
ratio of 1.74 to 1. We replicate these findings using 
an independent sample from 1995 to 2000 (3.03 to 
1 for the math subtest and 1.85 to 1 for the science 
subtest). We also extend these findings to demon-
strate that the male-female math and science ratios 
for 5th- and 6th-grade students, in addition to 
7th-grade students, have been fairly stable for the 
last 16 or more years . . . These findings provide 
more evidence in addition to Wai et al. (2010) that 
male-female math and science reasoning differences 
are still likely part of the equation explaining the 
underrepresentation of women in high-level 
science, technology, engineering, and mathematics 
(STEM) careers. (p. 450)

Sex differences favoring males in the most recent SAT-
Mathematics data for college-bound seniors from the 
College Board (http://research.collegeboard.org/content/
sat-data-tables) resemble sex differences in all previous 
SAT-Mathematics data. As can be seen in Figure 11, the 
same score that gets a girl into the top 5% of the female 
mathematics distribution gets a boy into only the top 10% 
of the male distribution, and the same score that gets a 
girl into the top 10% gets a boy into only the top 20%.

And yet, even if the population of potentially eligible 
PhD candidates was tilted 2-to-1 in favor of males, that 
could not explain gaps of up to 6-to-1 among senior pro-
fessors in GEEMP fields such as mathematics, computer 
science, physics, and engineering. As seen in Figure 9, the 
average quantitative scores of PhD candidates in the most 
math-intensive fields hover around the 75th percentile, a 
region where the sex gap is considerably less than 2-to-1. 
Moreover, a much higher proportion of females than 
males take the SAT and GRE (2011 GRE test takers were 
55% female, 41% male, and 4% unknown), which means 
that their scores are statistically depressed by more 
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Fig. 11. 2013 SAT-Math scores as a function of sex and percentile. 
Data shown here are from the College Board (http://research.colleg-
eboard.org/content/sat-data-tables).
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lower-scoring females, whereas the smaller fraction of 
males results in higher mean scores (Nie, Golde, & Butler, 
2009). Controlling for this would not close the mean gap 
entirely, but it would narrow it somewhat. Note that this 
is unlikely to explain the observed sex differences at the 
extreme right tail of the math distribution.

In their analysis of international mathematical compe-
tition (International Mathematical Olympiad and William 
Lowell Putnam Mathematical Competition) awards, 
Andreescu, Gallian, Kane, and Mertz (2008) found that 
females comprised many more of the potentially pro-
foundly mathematically elite than they actually comprised 
in these competitions: These researchers calculated that 
females constituted 1 in 3 to 8 of all potentially capable 
candidates, depending on the national conditions, 
whereas females comprised only roughly 1 in 30 partici-
pants in the competitions. In this regard, the economists 
Ellison and Swanson (2010) also surmised that the vast 
talent potential of females was being untapped because 
of national differences in curricula and high school cul-
ture that result in failure to identify and foster high-math-
ability females, the majority of whom presently come 
from a very small percentage of American high schools. 
(If all girls attended these high schools, there would be 
many more females scoring in the elite category, accord-
ing to these authors’ estimate.)

Finally, several analyses of transnational mathematics 
data (from Trends in International Mathematics and 
Science Study assessments and Programme for 
International Student Assessment surveys) have docu-
mented variability in male-to-female ratios and in vari-
ance ratios (the male variance divided by the female 
variance—see, e.g., Else-Quest et al., 2010; Penner, 2008). 
Else-Quest et al. (2010) cited evidence of variance ratios 
not significantly different from 1:1.19 in the United States, 
1:1.06 in the United Kingdom, 1:0.99 in Denmark, and 
1:0.95 in Indonesia. These transnational differences sug-
gest that something more than raw mathematical poten-
tial could be driving the variance ratio of males to females. 
We address what these other drivers may be below, but 
for now we acknowledge that variance ratios as well as 
sex differences at the extreme right tail are real (most 
nationally representative samples indicate greater vari-
ance for boys’ mathematics scores, on the order of 8% to 
45%, with a mean that we estimate to be around 15%), 
and that there is a 2-to-1 ratio favoring males among the 
top 1% of math scorers. Halpern (2012) pointed out that 
variance ratios may underestimate true variance in the 
population because many more males are developmen-
tally delayed and never make it into these assessments.

Even if they are highly mutable, such sex differences 
could be instrumental in the lower number of females 
applying for and/or admitted into and/or achieving at 
high levels in GEEMP fields, notwithstanding our claim 

that this factor cannot account for all or possibly even 
most of the sex difference—and, obviously, notwith-
standing our claim that these differences can and do 
change, which we briefly describe next.

Having documented the rather pronounced sex differ-
ences at the right tail of the mathematics distribution, it is 
important to add a caveat: There are a number of exam-
ples of inconsistency in the gender ratios at the right tail, 
and these divergences are also based on large national 
samples and meta-analyses (Becker & Hedges, 1984; 
Friedman, 1989; Hyde et  al., 1990; Hyde & Linn, 2006; 
Hyde & Mertz, 2009). We have reviewed much of this 
literature elsewhere (Ceci et al., 2009), pointing out coun-
tries in which females are at parity with or even excel 
over males at the right tail (e.g., in Iceland, Singapore, 
and Indonesia, more girls than boys scored at the top 1% 
at certain ages). Hyde and Mertz’s (2009) review revealed 
that the magnitude of the male advantage at the right tail 
has been decreasing, more in some countries than in oth-
ers, and the greater male variance in math scores is not 
ubiquitous, as we have seen above. In Lohman and 
Lakin’s (2009) data, showing impressive consistency in 
male advantage at the right tail on many cognitive mea-
sures, females appear to have narrowed the gap at the 
right tail on the Cognitive Abilities Test Non-Verbal 
Battery over the same time period: 9th-stanine propor-
tions of females to males changed from 0.72 in 1984, to 
0.83 in 1992, to 0.87 in 2000. Relatedly, the male-to-female 
ratio at the top 4% is larger in the United States (2:1) than 
it is in the United Kingdom (roughly 3:2), which further 
illustrates the influence of cultural factors on the ratio.

Pope and Sydnor (2010) found wide variations across 
U.S. states in the male-to-female ratio of NAEP test scores 
at the 95th percentile, with sex differences in some states 
less than half the size of sex differences in others. 
Moreover, states with more gender-equal math and sci-
ence NAEP scores also have more gender-equal NAEP 
reading scores at the top tail, although girls have the 
higher rate in reading whereas boys have the higher rates 
in math and science. For instance, the ratio of males to 
females with NAEP scores in the 95th percentile in math/
science is approximately 1.4-to-1 in the New England 
states but 1.8-to-1 in the East South Central states. 
However, the ratio of females to males with NAEP scores 
in the 95th percentile in reading is approximately 2.1-to-1 
in the New England states and 2.6-to-1 in the East South 
Central states. Although Pope and Sydnor’s work did not 
identify causal relationships, their results suggest that 
gender norms strongly influence mathematic achieve-
ment at the top tail.

In short, temporal data, ethnic data, and trans-state/
transnational data all indicate that the ratio of males to 
females at the right tail is not carved in stone; these ratios 
can and do change, and they differ for ethnic groups (as 



92 Ceci et al.

noted above, Hyde & Mertz, 2009, found sizable gaps 
favoring white males at the extreme right tail but found 
the opposite pattern for Asian-Americans, with more 
females at the right tail) and time periods. Resolving the 
question of whether sex differences in math and spatial 
ability have been consistent or narrowing over time 
requires consideration of a number of factors, many of 
which are discussed elsewhere (Ceci et al., 2009). Factors 
such as (a) the composition of the tests (consistency is 
more likely when the test content has remained consis-
tent over time, as changes in its composition can lead to 
shifts in the proportion of problems that favor each sex); 
(b) changes in the proportions of each sex taking the 
test, because as a higher proportion of one sex takes a 
test, the scores of that sex as a whole go down (and there 
have been increases in the proportion of female students 
taking some tests, e.g., the SAT; Nie et  al., 2009); 
(c) changes in analytic approaches—for example, the use 
of extreme-tail-sensitive approaches such as quantile 
regression results in smaller sex differences at the tail 
(see Penner, 2008); (d) changes in the type and number 
of math courses each sex has taken (Hyde et al., 2008); 
and (e) differences in school culture (Ellison & Swanson, 
2010; also see Stumpf & Stanley, 1998, for additional fac-
tors that may affect sex differences).

Stereotype threat and competition. In some situa-
tions, stereotype threat has been shown to lower females’ 
math performance. Steele and his associates have shown 
that the awareness that others expect members of a social 
group to do poorly on math, even when this belief is not 
endorsed by the group’s members, is sufficient to create 
anxiety and poorer performance among them (e.g., 
Spencer, Steele, & Quinn, 1999; Steele, 1997). Correll 
(2001) has shown that males estimate their math ability to 
be higher than comparable females’ ability, and that 
females not only underestimate their math ability but also 
overestimate how much math ability is necessary to suc-
ceed at higher levels of math (Correll, 2004).

Even subtle priming of sex can reduce females’ math 
performance. For example, female test takers who marked 
the gender box after completing the SAT Advanced 
Calculus test scored higher than female peers who 
checked the gender box before starting the test, and this 
seemingly inconsequential order effect has been esti-
mated to result in as many as 4,700 extra females being 
eligible to start college with advanced credit for calculus 
had they not been asked to think about their gender 
before completing the test (Danaher & Crandall, 2008; cf. 
Stricker & Ward, 2004, 2008, for criticism about data 
assumptions made by Danaher and Crandall). Good, 
Aronson, and Harder (2008) conducted a field experiment 
in an upper-level college calculus course and found that 
women in a stereotype-nullifying treatment condition 

outperformed men. The sensitization to gender prior to 
starting the test presumably causes females anxiety result-
ing from doubts about their math ability, and this anxiety 
reduces working memory and lowers performance 
(Beilock, Rydell, & McConnell, 2007; Schmader & Johns, 
2003). Krendl, Richeson, Kelley, and Hamilton (2008) have 
shown that when women are in a stereotype-threat condi-
tion, their underperformance in mathematics coincides 
with increased neural activity in part of the affective net-
work involved in processing negative social information, 
the ventral anterior cingulate cortex.

Niederle and Vesterlund (2010) have argued that girls’ 
performance on math tests and their willingness to com-
pete in high-stakes testing environments are influenced 
by the gender differences of the other competitors and 
test takers. They found that girls performed better in com-
petitions against other girls and worse in competitions in 
which boys outnumbered girls. Thus, girls’ lower average 
test scores in subjects where boys are the majority of test 
takers may reflect gender differences in attitudes toward 
competition. Cotton, McIntyre, and Price (2013) examined 
gender differences in repeated math competitions for ele-
mentary-school-aged children. They found a significant 
male advantage in math performance in the first round of 
the math contest. However, in subsequent rounds, girls 
outperformed boys. In addition, the male advantage dis-
sipated once time pressure was removed. Furthermore, 
Cotton et  al. (2013) found no male advantage in any 
period when language-arts questions were used. These 
results may reconcile the finding that girls get better 
grades (e.g., higher grade point averages, or GPAs, in 
math) when they are repeatedly examined but perform 
poorly relative to boys in high-stakes, one-shot tests such 
as the SAT or AP tests. These results also suggest that girls 
may shy away from competition in areas where the gen-
der norm is that girls underperform relative to boys; in 
other words, girls do not compete in the presence of ste-
reotype threat. Although these stereotype-threat studies 
all measured mean performance, the psychological factor 
is likely to apply all along the ability distribution.

Bottom line. The literature on gender and math ability 
is based largely on sex differences in mean performance. 
Similarities and differences in average math aptitude are 
unlikely to be the major cause of the dearth of women in 
underrepresented GEEMP fields because there are no 
consistent sex differences at the midpoint of the math 
distribution and GEEMP faculty do not hail from the mid-
dle of the distribution, as some have claimed (however, 
see Hill, Corbett, & St. Rose, 2010, p. 21, for the claim that 
GEEMP professions do not require high math aptitude).

Even though there is a sex gap at the right tail of the 
math-ability distribution, as Hyde et al. (2008), Lohman 
and Lakin (2009), Stoet and Geary (2013), and Wai et al. 
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(2010) have amply documented, the extent of this gap is 
mutable, changing over time and across ethnicities, states, 
and nations, and dependent on environments and the 
salience of stereotypes.

Moreover, there are still many more math-talented 
females than women receiving PhDs and going on to pro-
fessorships. Since the early 1990s, females have received 
40% to 48% of the bachelor’s degrees in mathematics 
(Andreescu et al., 2008; see Section B in the Appendix), 
and Daverman (2011) reported that for the 10-year period 
spanning 2001 through 2010, roughly 30% of the PhDs in 
mathematics were awarded to U.S.-born women. Thus, 
mathematical- and spatial-ability differences at the right 
tail are not inevitable (recall the earlier findings of vari-
ability across epochs and nations in the male-to-female 
math ratios at the right tail—Hyde & Mertz, 2009; Penner, 
2008), nor can they explain why females take a number of 
complex mathematics courses comparable to that of their 
male peers, and tend to get slightly better grades in them. 
Finally, even if the 2-to-1 male-to-female ratio among the 
top 1% of math scorers is part of the explanation for the 
lower presence of women in math-intensive fields, it is 
unlikely to be the largest part given the greater degree of 
underrepresentation among women professors than 
would be expected on the basis of a 2-to-1 ratio favoring 
males, and the unevenness of women across the GEEMP 
fields, with the proportion of women in some fields, such 
as mathematics, being relatively higher than in others, 
such as physics and computer science.

Thus, the claim that the early male advantage in 3-D 
spatial processing cascades into a subsequent male 
advantage in spatial and mathematical performance is 
fraught with interpretive snarls. Although some correla-
tions have been reported showing that early spatial per-
formance sometimes predicts later math scores (e.g., 
Grissmer et al., in press; Levine et al., 2012), there are 
significant lacunae in the evidence that preclude strong 
causal conclusions. One missing link concerns whether 
the spatial ability seen early in males is achieved by 
females at a slightly older age and, if so, whether by this 
time have males moved on to a higher level of spatial 
processing, in an unending spiral of catch-up in which 
the sexes never meet. Or do the two sexes proceed in 
tandem once females achieve the earlier male level? 
Moreover, the predictive correlations between early spa-
tial performance and later mathematical performance are 
neither large nor consistent, and, as we have shown, 
there are notable examples of reversed sex differences as 
a function of type of mathematics, country, social class, 
historical era, and ethnic group. Finally, it bears noting 
that any decrement in 3-D female infant spatial process-
ing has not thwarted legions of females from achieving at 
high levels in mathematics, earning nearly half of bach-
elor’s degrees and 30% of PhDs.

Potential explanation #2: Sex 
differences in high school STEM 
interest and attitudes

In addition to math- and spatial-aptitude differences 
between the sexes, there are sex differences in orienta-
tion, identity, and attitudes toward STEM careers that 
emerge early in childhood and are already pronounced 
by middle school and high school. Adolescent surveys 
have revealed that sex segregation within STEM “pre-
ferred occupations” is already fairly large (e.g., biomedi-
cal professions are favored by females, and engineering 
professions are favored by males), and this segregation 
eventually mimics that in the careers men and women 
enter following graduate training. Perez-Felkner and her 
colleagues reviewed some of this research (Perez-
Felkner, McDonald, Schneider, & Grogan, 2012), show-
ing early emergence of gendered differences in subjective 
orientations toward mathematics and science. This 
research revealed that by age 5, girls receive the message 
that math is for boys; the process of identification with 
math and science is underway well before high school 
(although it is worth pointing out that this message is 
not effective in dissuading the nearly half of college 
math majors who are female). By middle school, boys 
are more than twice as likely as girls to expect to work 
in science or engineering (9.5% vs. 4.1%; Legewie & 
DiPrete, 2012a).

Surveys report that when boys and girls are asked 
whether they are interested in becoming engineers or 
computer scientists, about a quarter of boys indicate that 
they are whereas fewer than 5% of girls express inter-
est—greatly preferring careers as physicians, veterinari-
ans, teachers, nurses, and so on. For example, one poll of 
8- to 17-year-olds showed that 24% of boys were inter-
ested in engineering versus only 5% of girls; a survey of 
13- to 17-year-olds showed that 74% of boys were inter-
ested in computer science versus only 32% of girls (see 
Hill et al., 2010, p. 38, for citations). Legewie and DiPrete 
(2012a) argued that these early preferences are not stable 
until high school and do not predict later gender segrega-
tion in college majors, but they nevertheless reveal pro-
nounced early gender stereotyping and career choices. 
Sex differences in math and science orientation/identifi-
cation begins to solidify after middle school. Among high 
school students, we observe differences in interest in 
STEM courses and in expectations of STEM majors.

The College Board reports the numbers of male and 
female students choosing to take math and science 
Advanced Placement (AP) courses (Fig. 12). Although 
overall, the female AP students outnumber male AP stu-
dents (55% to 45%), girls take the majority of science AP 
tests in only two fields—biology (58%) and environmen-
tal science (55%). Only 19% of the AP Computer Science 
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and 23% of the AP Physics C: Electricity and Magnetism 
exams are taken by girls.

These large differences are mirrored in high school 
students’ expectations about their college majors. Xie 
and Shauman (2003) found that among high school 
seniors expecting to attend college, the percentage of 
females expecting to major in science and engineering10 
was less than a third that of males. This difference was 
not explained by family income, mothers’ and fathers’ 
educational attainment, parents’ expectations for their 

children’s educational attainment, family computer own-
ership, the students’ expectations of future family roles, 
or math- and science-course participation. Morgan, 
Gelbgeiser, and Weeden (2013) reported that sex differ-
ences in occupational plans expressed by high school 
seniors (in 2002) could not be explained by differences 
in math coursework in high school (where the gender 
difference in taking advanced calculus courses is much 
smaller) or future family-formation plans. In their words, 
their evidence:
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shows that male high school students were more 
than four times as likely as female students to have 
listed only STEM occupations in their plans, whether 
the sample includes all students who later enrolled 
in post-secondary institutions (17.9% vs. 4.3%) or 
only 4-year college-bound students (20.7% vs. 
4.8%). (Morgan et al., 2013, p. 997)

Note that their definition of “planned STEM occupa-
tions” here is similar to our GEEMP classification—that is, 
it excludes medical, biological, health, and clinical sci-
ences. In fact, girls were more likely than boys to plan a 
biological/health occupation (27% vs. 11%).

The link between ability and high school interest is 
not completely clear. Returning to the College Board data 
on AP tests, in every one of these STEM subjects, boys 
score on average higher than girls, as Figure 13a illus-
trates. Furthermore, boys are more likely than girls to 
appear in the right tail of the test distribution. Figure 13b 
shows the percentage of girls and boys who achieve the 
top score of 5 on AP exams. In every field, a higher per-
centage of boys than girls achieved the top score on the 
exams. For both average (Fig. 13a) and high (Fig. 13b) 
scoring, the male advantages are true both in those STEM 
fields in which the majority of test takers are girls (biol-
ogy and environmental science) and in which the major-
ity of test takers are boys.

Xie and Shauman (2003) studied the association 
between academic achievement and the high school 
expectation of becoming a science and engineering 
major. They found that math and science achievement 
(whether on standardized tests or in high school math 
and science grades) at the top levels explained only a 
small fraction (<4%) of the gender gap in high school 
students’ expectation to major in STEM fields, and that 
mean math achievement explained none of it. (Even stu-
dents’ basic attitudes toward math added no explanatory 
power beyond this.) However, the data used in their 
analysis were for high school students from the 1980s. As 
we observed in Figure 1, the likelihood of girls’ receiving 
bachelor’s degrees in STEM fields has risen substantially 
since then. However, using data through 2004, Riegle-
Crumb, King, Grodsky, and Muller (2012) also showed 
that math achievement at the top levels explained only a 
very small portion of the gender gap in high schoolers’ 
expectations of a STEM major.

It might not be the absolute sex differences in math 
ability that affect choice of college majors, but rather sex 
differences in math ability in relation to verbal ability—
that is, the relative advantage of one ability over the 
other—as Lubinski and Benbow (2006) and Wang, Eccles, 
and Kenney (2013) have shown.11 Riegle-Crumb et  al. 
(2013) investigated sex differences in the comparative 
advantage in math/science compared with English 

reading abilities and found that it explained a bit more of 
the gap in expected college major. In their 2004 sample, 
85% of the gap remained unexplained. Rosenbloom, Ash, 
Dupont, and Coder (2008) showed that comparative 
advantage explained women’s lack of participation in 
computer-science and information-technology careers.

Lubinski, Benbow, Shea, Eftekhari-Sanjani, and 
Halvorson (2001, p. 311) provided an analysis of quanti-
tative “tilt” that supports this interpretation. Male and 
female STEM graduate students’ high school SAT-
Mathematics minus SAT-Verbal difference is similar and 
fairly large (92 vs. 79, respectively), and this difference is 
similar to that seen in high school SAT scores in a sepa-
rate sample of males (of the same age cohort) identified 
at age 13 as being in the top 0.5% in math ability (SAT-
Mathematics score – SAT-Verbal score = 87). In contrast, 
the top-math-ability sample of females (identified at age 
13) was more intellectually “balanced” (SAT-Mathematics 
score – SAT-Verbal score = 31).

In related work on relative abilities based on inter-
views with high school students in 1992 and then again, 
when they were adults, in 2007, Wang et al. (2013) found 
that relative abilities do matter: Individuals with high ver-
bal and high mathematical ability (of whom the majority 
were female) were less likely to later be in a STEM occu-
pation than were those with high mathematical ability 
and moderate verbal ability (of whom the majority were 
male). However, Wang et al. did not measure how much 
of the gender gap relative ability explained. These stud-
ies suggest that girls are choosing not to enter STEM 
majors in part because of their high school comparative 
advantage in verbal subjects relative to STEM subjects; 
however, this factor is likely responsible for a minority of 
the gap.

Does early expression of STEM versus non-STEM 
occupational preference and intended major translate 
into majoring in STEM versus non-STEM fields in college? 
A number of studies have examined whether high school-
ers’ occupational preferences for STEM fields or their 
expectations of college majors (expressed in high school 
or earlier) are predictive of their actual college majors.

Both Morgan et al. (2013) and Xie and Shauman (2003) 
found that sex differences in occupational plans expressed 
by high school seniors are a strong predictor of actual 
gender differences in college STEM majors, even control-
ling for differences in high school math coursework 
(which favors boys taking more advanced calculus courses 
than girls do —21.7% vs. 16.7%) or future family-forma-
tion plans. Morgan et al. (2013) found that of those who 
intended a STEM or doctoral (doctor of medicine or PhD) 
medical occupation while in high school (and proceeded 
to a postsecondary institution), 66.5% of males but only 
50.0% of females actually declared a major in a STEM field 
(including biology) or doctoral-track medicine.12 These 
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high school intentions alone explained 23% of the gender 
gap in actual college majors in these fields.

Interestingly, Xie and Shauman (2003) also found that 
males who intended in high school to pursue science 
and engineering majors were more likely to do so than 
were females who intended in high school to pursue sci-
ence and engineering majors (28.5% v. 16.0%).13 However, 
Xie and Shauman also reported that female science and 
engineering majors were more likely to enter these tracks 
for the first time during college as opposed to beginning 
college already majoring in science and engineering dis-
ciplines; in contrast, for men, the majority of science and 
engineering majors entered college already expecting to 
major in these areas. Notwithstanding these perturba-
tions, high school expectations of future college major 
alone are enough to explain 28.1% of the gender gap in 
science and engineering baccalaureates!

Finally, Perez-Felkner et al. (2012) examined how sub-
jective orientations to math in high school—as measured 
with survey questions about perceived math ability, math 
engagement, valuations of math importance, and beliefs 
about whether most people can be good at math—affect 
declarations of GEEMP14 majors later. They found that 
gender differences in these subjective orientations—par-
ticularly differences in perceived math ability and beliefs 
about whether most people can be good at math—were 
important in determining declared GEEMP majors, 
although their analyses do not allow us to calculate the 
exact percentage of the gender gap explained by these 
subjective factors.

In sum, numerous investigators have shown that gen-
der differences in attitudes and expectations about math 
and science careers and ability become evident by kin-
dergarten and increasingly thereafter. These differences 
are not stable. To some extent, they are influenced by 
actual math ability, and they also seem to be heavily 
influenced by perceived math ability, controlling for 
actual ability. Stereotypes about the gendered nature of 
math and the appropriateness of females in this domain 
are already apparent by high school. Ultimately, if society 
deems it important to increase the presence of women in 
the most mathematical fields, it will be necessary to plan 
pre–high school and high school interventions for 
increasing math and science identification and advanced 
coursework. Although woman are majoring in mathemat-
ics in college in numbers approaching those of men (see 
Fig. A1a in Appendix), they are not majoring in most of 
the other GEEMP fields. By the time they become seniors 
in high school, expectations to major in science are 
already very different between male and female students. 
However, this literature has also shown that women who 
enter college not expecting to major in math can be influ-
enced to do so by their college experiences—female sci-
ence and engineering majors are more likely to enter the 

science and engineering track for the first time during 
college than to enter college as science and engineering 
majors, which suggests an important practical implica-
tion: that all entering students should be encouraged to 
take science and math as early as possible.

Potential explanation #3: Sex 
differences in college majors and in 
proceeding to a PhD

Recall that in Figure 1, we presented data on college 
STEM majors. Although women are the majority of bach-
elor’s-degree recipients—reaching a likely plateau of 57% 
by 2010—they are only 25% of GEEMP majors while 
being almost 70% of LPS majors. Further, we showed that 
the percentage of female GEEMP baccalaureate majors 
has been decreasing since 2002, while continuing to 
increase in LPS fields. Thus, the single largest bottleneck 
in the representation of women in math-intensive aca-
demic fields is the low number of women majoring in 
GEEMP disciplines. Above, we discussed the extent to 
which this reflects high school expectations. Below, we 
reprise several studies of gender segregation in college 
majors that have examined international differences in 
college majors as well as aspects of college education 
that affect them.

Barone (2011) found across eight European nations 
(approximately 23,000 college graduates finishing in 
1999–2000) sex differences in majors similar to those 
observed in the United States and Canada. However, he 
argued that the results indicated that there is not a single 
gender divide between STEM and humanities fields, but 
two gender divides, the second one representing a care-
versus-technical dimension that cuts across the first. He 
reported that over 90% of gender segregation in European 
majors could be accounted for by these two dimensions: 
the humanities-versus-STEM choices of men and women 
as well as students’ care-versus-technical preferences. 
This latter distinction echoes the people-thing dimension 
mentioned earlier, in that it reflects the “cultural opposi-
tion between disciplines emphasizing the role of psycho-
logical feeling and empathy in understanding and 
disciplines ruled more by law-governed reasoning” 
(Barone, 2011, p. 164).

There is some inconsistency regarding sex differences 
in persistence in college STEM majors. T. R. Stinebrickner 
and Stinebrickner (2011; R. Stinebrickner & Stinebrickner, 
2013) measured students’ stated major at the beginning 
and the end of their college years at a single college, and 
several times in between. Although far more men (28.1%) 
than women (16.0%) entered college intending to major 
in science and engineering—as others have found as well 
(e.g., Morgan et al., 2013)—more men dropped a science 
major during college, so that by the end, the ratio of male 
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to female majors in this particular college had fallen from 
1.76:1 to the insignificantly different 1.08:1. Moreover, 
although their data did not permit them to conduct a 
detailed analysis of gender differences in science majors, 
T. R. Stinebrickner and Stinebrickner (2011) found that, 
compared with female students, male students were 
overoptimistic and therefore more likely to leave science 
majors in college because of low actual performance rel-
ative to their expected performance. Studying four selec-
tive colleges, Strenta, Elliott, Adair, Matier, and Scott 
(1994) found that science was not homogeneous because, 
with grades held constant,

gender was not a significant predictor of persistence 
in engineering and biology; gender added strongly 
to grades, however, as a factor associated with 
unusually large losses of women from a category 
that included the physical sciences and mathematics 
(p. 513).15

Grades have been shown to be an important predictor 
of persistence in a science major by others as well, includ-
ing some researchers who differentiated the impact by 
sex and found the impact of grades to be larger for 
women. In short, research has shown that females attach 
greater importance to getting high grades than do males 
and are therefore more likely to drop courses in which 
their grades may be lower—the so-called “fear of B−.” For 
instance, Seymour and Hewitt (1997) found that the dif-
ficulty with science and engineering coursework and the 
loss of self-esteem caused by low grades in introductory 
science and mathematics courses were factors associated 
with women’s leaving science and engineering majors. 
Strenta and his colleagues (1994) found that the strongest 
cognitive predictor of attrition from science majors among 
those initially interested in science was low grades in sci-
ence courses during the first 2 years of college, but did 
not differentiate its impact between women and men. In 
an investigation at a state university, Jackson, Gardner, 
and Sullivan (1993) found a similar importance of grades 
for engineering.

If grades are so crucial in determining majors, whose 
grades are higher: men’s or women’s? In a representative 
study, Sonnert and Fox (2012) found that women majoring 
in biology, the physical sciences, or engineering had 
cumulative GPAs that were about 0.1 higher than those of 
men in 2000 (a difference equivalent to approximately 0.3 
of a standard deviation, although their measure did not 
separate out only science courses), and that this female 
superiority had been increasing over previous years. Other, 
less representative studies have found contradictory evi-
dence on whose college grades in science are higher. In 
some, women were found to have lower science grades 
than men (in the natural sciences: Strenta et al., 1994;16 in 

life science at one public university: Creech & Sweeder, 
2012). In other nonrepresentative studies, women were 
found to have higher grades in a life-science course at one 
university (Casuso-Holgado et  al., 2013); in accounting, 
math, and statistics courses in one college (C. I. Brooks & 
Mercincavage, 1991); in introductory physics courses at 16 
universities (Tai & Sadler, 2001); and among engineering 
students at one university (Seymour & Hewitt, 1997). More 
recent representative studies of college grades in science 
courses would be useful for understanding this very basic 
fact regarding comparative grades.

One potential explanation for the dearth of women 
majors in GEEMP fields may be the lack of role models. 
Recent data we analyzed from WebCASPAR and the SDR 
shows that in 2010, STEM fields with more female faculty 
also produced more female bachelors, with engineering 
and mathematics/computer science at the low end and 
psychology at the high end. However, this relationship 
may not be causal but simply reflect the female participa-
tion in GEEMP fields at all life stages.

Using data matching individual students to college 
instructors, several economists have found that female 
students are more likely to pursue a major if they have 
had female faculty (Bettinger & Long, 2005; Canes & 
Rosen, 1995; Rask & Bailey, 2002) and that females per-
form better in courses with female faculty (Hoffman & 
Oreopoulos, 2007). Dee (2005, 2007) found that assign-
ment to a same-gender teacher improves the achieve-
ment of both boys and girls, and also improves student 
engagement. Because these studies were based on obser-
vational data, selection (i.e., students’ selection of teach-
ers) may have been responsible for some of these results. 
However, two recent studies employing random assign-
ment to courses have indicated that having a female fac-
ulty member has a causal effect on women majoring in 
STEM disciplines. Carrell, Page, and West (2010) used the 
fact that students are randomly assigned to courses at the 
Air Force Academy and demonstrated that female stu-
dents who had female professors in introductory STEM 
courses were more likely to pursue a STEM major than 
were peers assigned to male professors. (Female instruc-
tors had no impact on male STEM majors.) Using a simi-
lar identification strategy in a liberal arts college where 
students were unaware of the gender of the instructor 
when taking the course, Griffith (in press) found that 
female students earned higher grades with female faculty 
members, especially in male-dominated disciplines. 
However, she found no effect of having a female faculty 
member on the likelihood that women would pursue 
majors in male-dominated fields.

Taken together, these recent studies indicate that girls 
are more likely to pursue STEM majors if they have a 
female STEM instructor. This underscores the importance 
of women in academic science careers. However, the 
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importance of pre-college choices, preferences, and 
expectations also suggests the importance of female role 
models in kindergarten through 12th grade as well as in 
college science courses.

In most cases, the college major is the gatekeeper to 
pursuing a PhD in that discipline. However, once people 
graduate from college, are there sex differences in the 
likelihood of proceeding to a PhD in that field? In Figure 
2, we showed that women were less likely than men to 
transition to the PhD within 7 years of receiving their 
bachelor’s degree in both GEEMP and LPS fields in the 
1990s, but that women in GEEMP fields had narrowed 
the gap significantly in the most recent cohorts. Xie and 
Killewald (2012) used a much shorter window of time 
(2–3 years since receipt of bachelor’s degree) and found 
that by 2006, women and men were equally likely to 
proceed to a higher degree in science or engineering 
within that time frame (although men had been more 
likely than women to do so in 2003), but that women 
were more likely than men to proceed to a professional 
degree (presumably mostly to medical school). Also, 
women were less likely to proceed from a master’s 
degree to a PhD in science or engineering, but this was 
primarily because men were more likely to be in the 
physical sciences, which had by far the highest probabil-
ity of proceeding from a master’s degree to a PhD (44%). 
Elsewhere we have noted that women are more likely to 
have career interruptions in general (W. M. Williams & 
Ceci, 2012), and in the section of this article dealing with 
sex differences in productivity, we document that more 
women PhDs are out of the STEM workforce than men.

To add to these findings, we have analyzed the 
American Community Survey (2012; https://www.census.
gov/acs/www/) to investigate educational degree attain-
ment of women and men who majored in science by 
ages 30 to 35. Considerably more women than men had 
master’s degrees (27.0% vs. 21.8%) and professional 
degrees (9.1% vs.7.9%), whereas almost the same per-
centage had PhDs (5.9% vs. 6.0%), and fewer had halted 
their education after attaining their bachelor’s degree 
(38.2% vs. 45.5%).17 Although far more women than men 
(among the 30- to 35-year-old college STEM majors) were 
not in the labor force, labor-force participation of women 
was still high (84.3% vs. 95.9% for men). Of those who 
were employed, men were more likely to be called “sci-
entists” or “engineers” (18.3% vs. 37.4% for women and 
men, respectively). However, if we include health practi-
tioners and educators as probably being involved in 
STEM fields in some way, the proportions of men and 
women involved in science in their careers are much 
more equal (45.2% vs. 51.2%). Again, we see women 
choosing people-related occupations (e.g., as health pro-
fessionals, teachers) rather than thing-related occupa-
tions, even within STEM fields.

Studies of sex differences in PhD completion are ham-
pered by a lack of data. One notable exception was a 
study by Nettles and Millett (2006), who followed over 
9,000 students in the 1990s through their graduate careers. 
They found no sex differences in the completion of and 
time to degree for the doctorate. However, they found 
that male PhD students rated their interactions with fac-
ulty more highly than did female PhD students. In the 
next sections, we discuss what happens to those women 
in GEEMP and LPS fields who obtain PhDs in terms of 
subsequent career outcomes.

Potential explanation #4: Sex-based 
biases in interviewing and hiring

Figure 4 showed that in LPS fields (although not GEEMP 
fields), women are less likely to become assistant profes-
sors than the numbers of doctorates awarded to them 
might lead one to expect. We now consider whether 
biases in interviewing and hiring explain these gaps.

This section contrasts two forms of contradictory evi-
dence that can be used to argue for or against sex bias 
in the hiring and promotion of women. On the one 
hand, numerous small-scale experiments have been 
reported that strongly suggest that interviewers and eval-
uators are biased against hypothetical female applicants 
and their work products, some of which we have briefly 
reviewed above. On the other hand, actual hiring data 
across GEEMP fields and the largest experimental test of 
sex bias in hiring for tenure-track positions in two 
GEEMP fields (economics and engineering) and two LPS 
fields (psychology and biology) strongly suggest that the 
playing field is level as far as interviewing and hiring. We 
review this evidence below and attempt to reconcile this 
inconsistency.

To set the stage for its presentation and to justify the 
length of this section, we begin by citing numerous 
national blue-ribbon panels, society white papers, and 
gender-equity reports that continue to allege biased hir-
ing as an important source (if not the most important 
source) of women’s underrepresentation in the academy. 
Some are at the level of anecdote, and others draw on 
systematic research. In a New York Times Magazine arti-
cle, Pollack (2013) argued that the underrepresentation 
of women in math-intensive fields is due—at least in 
part—to men’s underestimation of women’s competence 
and that this is why women are not hired for tenure-track 
jobs. This essay was replete with anecdotal reports—for 
example, it quoted a male mathematics professor at Yale’s 
explanation for the shortage of female math professors 
there: “I guess I just haven’t seen that many women 
whose work I’m excited about” (p. 5).

Consider the following comments that cite research on 
implicit bias and generalize these findings as a causal 
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explanation for the underrepresentation of women in 
academic science:

Women are obtaining doctoral degrees at record 
rates, but their representation in the ranks of 
tenured faculty remains below expectations, 
particularly at research universities. . . Colleges and 
universities are not taking advantage of the widest 
talent pool when they discriminate on the basis of 
gender in hiring or promoting faculty. . . . At 
universities that award doctorates, women have 
filled graduate programs as indicated above, but 
have not been welcomed into the faculty ranks at 
comparable rates. (West & Curtiss, 2006, pp. 4–7)

An impressive body of controlled experimental 
[research] . . . shows that, on the average, people 
are less likely to hire a woman than a man with 
identical qualifications [and] are less likely to ascribe 
credit to a woman than to a man for identical 
accomplishments. (Institute of Medicine, National 
Academy of Sciences, and National Academy of 
Engineering, 2007, p. S2)

Research has pointed to [sex] bias in peer review 
and hiring . . . The systematic underrating of female 
applicants could help explain the lower success 
rate of female scientists in achieving high academic 
ranks. (Hill et al., 2010, p. 24)

These experimental findings suggest that, contrary 
to some assertions, gender discrimination in science 
is not a myth. Specifically, when presented with 
identical applicants who differed only by their 
gender, science faculty members evaluated the 
male student as superior, were more likely to hire 
him, paid him more money, and offered him more 
career mentoring. (Moss-Racusin, 2012, para. 8)

In the past, fewer women worked outside the home 
and as that gradually shifted, there was hiring bias, 
which means historically women have had fewer 
science citations than men. That’s simple numbers, 
just like fewer handicapped people and 
conservatives get citations in modern academia. But 
is that bias? (Science 2.0; retrieved from http://
www.science20.com/news_articles/are_journal_ 
citations_biased_against_women-126192)

One possible explanation for limited progress [in 
pace of faculty diversification] is that gender and 
racial or ethnic biases persist throughout academia 
. . . Evidence suggests that academic scientists 
express “implicit” biases, which reflect widespread 

cultural stereotypes emphasizing white men’s 
scientific competence . . . implicit biases are 
automatically activated and frequently operate 
outside of conscious awareness. Although likely 
unintentional, implicit biases undermine skilled 
female and minority scientists, prevent full access to 
talent, and distort the meritocratic nature of 
academic science . . . Without a scientific approach 
to diversity interventions, we are likely perpetuating 
the existing system, which fails to uphold 
meritocratic values by allowing persistent biases to 
influence evaluation, advancement, and mentoring 
of scientists. (Moss-Racusin et al., 2014, p. 616)

Social psychological research repeatedly 
demonstrates that institutionalized gender bias 
hinders women’s progress in academic science 
(including medicine). In a recent experiment, for 
example, men and women science faculty evaluated 
a job application from a woman less favorably than 
the identical application from a man. (Connor et al., 
2014, p. 1200)

One might imagine that, given the plethora of allega-
tions, there would be compelling evidence that biased 
interviewing and hiring is a cause of women’s underrep-
resentation in STEM fields and/or that discriminatory 
remuneration and promotion practices are responsible 
for the gender gap in pay and rank. However, the evi-
dence in support of biased hiring as a cause of under-
representation is not well supported, and even points in 
the opposite direction, as we show below. (In the follow-
ing section, we deal with sex differences in productivity, 
promotion, and remuneration.) We do not claim that 
there have not been many excellent demonstrations of 
implicit bias or stereotyping and explicit bias; rather, our 
claim is that the literature has failed to demonstrate a 
causal link between such demonstrations and the under-
representation of female faculty.

First, we review three large-scale analyses of actual 
tenure-track interviewing and hiring in the United States, 
which present a consistent picture of gender fairness or 
even of female preference. That is, female applicants for 
tenure-track positions are invited to interview and offered 
jobs at rates higher than their fraction of the applicant 
pool—the opposite of the bias claim. Following this, we 
delve into the experimental evidence for gender bias in 
hiring.

As one of the three examples, a National Research 
Council (2010) national survey of six math-intensive dis-
ciplines examined faculty experiences and institutional 
policies in place from 1995 through 2003. It included 
over 1,800 faculty members’ experiences, as well as poli-
cies in almost 500 departments at 89 R1 universities (note 
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that these places not only have fewer women faculty than 
do teaching-intensive institutions but are among the best-
paying, most prestigious institutions, so they are a good 
place at which to examine biased hiring). Although a 
smaller proportion of female than male PhDs applied for 
545 assistant-professor tenure-track positions at these 89 
universities, those who did apply were invited to inter-
view and offered positions more often than would be 
predicted by their fraction of the applicant pool. For 
example, in the field of mathematics, out of the 96 hires 
at the assistant-professor tenure-track level from 1995 
through 2003, only 20% of applicants for these positions 
were female, but 28% of those invited to interview were 
female, as were 32% of those offered tenure-track posi-
tions. As another example, out of the 124 hires made in 
physics at the assistant-professor level, only 13% of the 
applicants were females (which is much less than the 
percentage of females among PhDs during that period), 
but 19% of those invited to interview were women, as 
were 20% of those actually hired.

As seen in Table 1, similar findings were found in all 
six STEM disciplines shown (five of which are GEEMP 
fields)—that is, female applicants were invited to inter-
view and offered positions at higher rates than men. In 
the words of the National Research Council panel, “in 
every instance, the mean percentage of female interviews 
exceeds the mean percentage of applications from 
women . . . results are similar if we compare median per-
centages (rather than mean percentages)” (p. 46). Not 
shown in this table is the finding that a comparable over-
representation of women were also offered posts for 96 
more senior (tenured) positions.

The other two large-scale analyses (Glass & Minotte, 
2010; Wolfinger, Mason, & Goulden, 2008) accord with 
these findings and we do not describe them in detail, 
other than to note that Wolfinger et  al. analyzed over 
30,000 respondents interviewed between 1981 and 1995 
and found that although women were less likely to 
obtain tenure-track positions, controlling for such vari-
ables as differences in family formation and the 

presence of young children revealed that women during 
this epoch were also hired at rates comparable to or 
better than men’s. For example, in the most common 
demographic group—unmarried without children—
females were 16% more likely to get tenure-track jobs 
than were males. And Glass and Minotte’s analysis of 
hiring at one large state university over a 6-year period 
found that of 3,245 applicants for 63 tenure-track posi-
tions in 19 STEM fields, 2.03% of male applicants were 
hired compared with 4.28% of females. It is noteworthy 
that no counterevidence exists in actual hiring studies—
simply put, no real-world hiring data show a bias against 
hiring women.

Are female applicants superior to male appli-
cants? Some have attempted to explain the preference 
for interviewing and hiring female applicants for both 
tenure-track and tenured positions summarized above by 
arguing that the female applicants are, on average, supe-
rior to their male competitors. Thus, according to this 
argument, the data on actual, real-world female hiring 
advantages do not rule out biases against female appli-
cants because as a group those who apply for tenure-
track jobs are superior to their male counterparts. 
Consider:

This finding suggests that once tenure-track females 
apply to a position, departments are on average 
inviting more females to interview than would be 
expected if gender were not a factor, or females 
who apply to tenure-track or tenured positions in 
research-intensive (R1) institutions are, on average, 
well qualified. It is important to note that these 
higher rates of success do not imply favoritism, but 
may be explained by the possibility that only the 
strongest women candidates applied for R1 
positions. This self-selection by female candidates 
would be consistent with the lower rates of 
application by women to these positions. (National 
Research Council, 2010, p. 49)

Table 1. Percentage of Female Applicants for Tenure-Track Positions Invited to Interview and Offered Positions at 89 U.S. Research 
Universities

Field
Mean percentage of female 

applicants
Mean percentage of women 

invited to interview
Mean percentage of women 

offered position

Physics 12% 19% 20%
Biology 26% 28% 34%
Chemistry 18% 25% 29%
Civil engineering 16% 30% 32%
Electrical engineering 11% 19% 32%
Mathematics 20% 28% 32%

Note: Data shown here were drawn from Sections 3-10 and 3-13 of “Gender Differences at Critical Transitions in the Careers of Science, 
Engineering and Mathematics Faculty” (National Research Council, 2010).
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In the blogosphere, it is frequently suggested that 
female applicants are of higher quality than males by 
virtue of having survived a biased-pipeline process that 
weeded out many more women.18 Thus, the argument is 
that if the pool of female applicants is of higher quality 
than the male pool, then the high proportion of female 
PhDs hired may mask bias that prevented an even higher 
proportion from being hired.

Later, we review evidence and an argument that run 
counter to this claim, showing that, when taken together, 
objective measures of productivity (publications, grant 
dollars, citations per article) do not indicate that women 
in the applicant pool are stronger than men—publication 
measures favor men, as do total citations to their work; 
grant success is similar for both sexes; and citations per 
article tilt in favor of women—but on the whole, there is 
no evidence for the superiority of either gender applying 
for tenure-track jobs.

First, however, we review the key experimental find-
ings on hiring decisions, culminating in a description of 
the largest and best-sampled study of this genre. Those 
who make the claim that hiring is not “gender-blind” but 
instead is biased against women, who—being of superior 
quality—would have otherwise been hired bolster this 
claim by relying on experimental evidence regarding 
hypothetical female applicants’ curricula vitae (CVs), as 
opposed to actual real-world hiring data, some of which 
we summarized in Table 1. Several of these experiments 
have supported the claim of sex biases in evaluations of 
hypothetical women and their work products (e.g., lec-
tures, papers, hiring) in academic settings, sometimes 
with moderate to large effect sizes (Moss-Racusin, 
Dovidio, Brescoll, Graham, & Handelsman, 2012; Reuben, 
Sapienza, & Zingales, 2014).

In these experiments, raters—either faculty or under-
graduates—have been asked to judge the quality of 
hypothetical applicants’ CVs or work products. Several 
experiments have revealed that both female and male rat-
ers downgrade hypothetical job applicants who are 
female (Foschi, Lai, & Sigerson, 1994; Moss-Racusin et al., 
2012; Reuben et al., 2014; Steinpreis, Anders, & Ritzke, 
1999). For example, when 127 science faculty at six U.S. 
universities evaluated hypothetical applicants with bach-
elor’s degrees for a staff-lab-manager post, they rated 
males higher and recommended higher starting salaries 
and more mentoring for them than for female applicants, 
even though there was no difference between their appli-
cations (Moss-Racusin et  al., 2012). Yet with a single 
exception, these experiments have dealt with biases 
against female undergraduates—for instance, applicants 
for lab-manager posts, computational tasks, or summer 
jobs (Foschi et  al., 1994; Moss-Racusin et  al., 2012; 
Reuben et al., 2014; Swim, Borgida, Maruyama, & Myers, 
1989)—have involved undergraduates rating the work 

products or teaching effectiveness of lecturers (e.g., Bug, 
2010), or have involved bias against female applicants for 
non-professorial jobs (Heilman, Martell, & Simon, 1988). 
Although these findings are extremely important, it is 
unclear whether they generalize to the hiring of tenure-
track professors in STEM fields (particularly in life sci-
ence—the field in which the transition from PhD to 
assistant professor is most difficult).

One observational analysis and one experiment 
revealed a similar bias in the case of academic hiring of 
postdocs and tenure-track professors. The experiment 
examined hypothetical applicants for faculty positions in 
psychology and found that they were rated as being 
more hirable if they were male, even though the CVs of 
males and females were identical (Steinpreis et al., 1999). 
Again, both female and male faculty raters exhibited this 
bias. Numerous other experiments have shown bias 
against females’ teaching skills and work products (e.g., 
Bug, 2010; Foschi et al., 1994; cf. Swim et al., 1989), but 
the Steinpreis et al. study is the only study to show bias 
against women in tenure-track hiring. (Also buried amid 
these findings are examples of females being overvalued 
in gender-discordant fields—e.g., Heilman et al., 1988.) 
In an observational analysis, Sheltzer and Smith (2014) 
reported that high-achieving male faculty members train 
fewer women (postdocs and graduate students) in their 
laboratories than are trained by either elite female inves-
tigators or less elite male investigators. Because this study 
was not an experiment, it is impossible to know the basis 
of the observed sex differences.

A recent large-scale national tenure-track-hiring exper-
iment was specifically designed to address the question 
of whether the dearth of women in math-intensive fields 
is the result of sex bias in the hiring of assistant profes-
sors in these fields. This study sampled faculty from 347 
universities and colleges to examine bias in the hiring of 
tenure-track assistant professors in various STEM fields 
(W. M. Williams & Ceci, 201419).

This finding is consistent with the other evidence on 
productivity presented below, which also fails to show 
female superiority in hiring outcomes as being due to 
objectively higher female quality. These experimental 
findings are compatible with the hiring data showing 
gender neutrality or even a female preference in actual 
hiring. There are a variety of methodological and sam-
pling factors that may explain the seeming divergence 
between earlier experiments and the Williams and Ceci 
experiment. Notably, in this experiment, candidates for 
tenure-track positions were depicted as excellent, as 
short-listed candidates almost always are in real-life aca-
demic hiring.20 In contrast, many of the most prominent 
experimental studies have depicted candidates as “ambig-
uous” with respect to academic credentials. For instance, 
Moss-Racusin et  al. (2012) described candidates for a 
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lab-manager position, which are a level of applicants 
very different from those who are finalists for a tenure-
track position, as having ambiguous academic records 
(i.e., in addition to having a publication with their advi-
sor, they had unremarkable GPAs and had withdrawn 
from a core course).

Bias may exist in ambiguous cases because of what 
economists call “statistical discrimination,” which occurs 
when evaluators assign a group’s average characteristics 
to individual members of the group. For example, women 
publish fewer papers than men. Thus, when evaluating a 
potential female hire, evaluators may assume that as a 
woman, the candidate will be less productive, based on 
the group averages. However, this is no guarantee that 
bias exists in cases in which candidates are clearly com-
petent, such as in the competition among short-listed 
candidates for tenure-track posts.

Moreover, for implicit bias to be driving the underrep-
resentation of women in LPS tenure-track hiring, we 
should observe similar patterns of women being under-
represented in all fields and in all high-skilled careers. 
Yet this is not what we observe in the data. Within GEEMP 
fields, we do not see this hiring bias (see Table 5). 
Moreover, women are increasing their numbers and suc-
cess in LPS careers (e.g., as doctors of medicine and vet-
erinarians) more than they are in tenure-track academic 
science in LPS fields. Goldin and Katz (2012) recently 
argued that “pharmacist” is the most egalitarian and fam-
ily-friendly occupation. Thus, the only way bias would 
fully explain the hiring differential would be if academics 
in LPS fields were relatively more biased than both aca-
demics in GEEMP and nonacademics in life science.

Furthermore, academic hiring decisions are typically 
made by committees or entire departments, not by indi-
viduals. Thus, the hiring process may mitigate the effects 
of implicit bias, given what is known about the reluc-
tance to express prejudice in public: People are aware of 
the social norms against expressing prejudice in public 
situations, so they suppress their private bias, or express 
it in more subtle ways (e.g., Crosby, Bromley, & Saxe, 
1980; Plant & Devine, 1998). Thus, if anything, the results 
of this experiment are likely to be a conservative estimate 
of the female preference that would have been observed 
in a group context.

In light of this recent experiment finding no implicit 
bias, we would need far more field-specific evidence of 
biased tenure-track hiring to believe that this is true.

Of course, academic careers may begin with being 
hired onto the tenure track, but they do not end there. As 
was clear in our introductory presentation of data, there 
are many gender differences in sciences at later stages of 
academic life as well. The next section discusses whether 
productivity differences exist that explain some of these 
differences.

Potential explanation #5: Sex 
differences in productivity

Early in this review, we showed evidence regarding the 
low—although increasing—percentage of females among 
tenured and tenure-track faculty. We have begun to track 
where these differences arise through the point of being 
hired as a tenure-track assistant professor, and in later 
sections, we will follow women’s careers as they do or do 
not get promoted to higher ranks. Economists tend to 
point to differences in productivity as the primary under-
lying explanation for sex differences in employment out-
comes. In this section, we examine whether there are 
gender differences in the number of publications, the 
productivity factor that is most likely to affect academics’ 
hiring, salary, and promotion. Indeed, Long (1992) found 
that number of publications increases the academic pro-
motion (to full professorship) of women considerably 
more than it does that of men. (Another important dimen-
sion of productivity is the impact or quality of publica-
tions, as measured by citations. Later, we will address 
citations and citations per publication.)

Table 2 summarizes the publication differences identi-
fied by some of the many studies on gender differences 
in publications in STEM fields. In this table, we review 
the evidence from the articles that are the most compre-
hensive, covering more recent periods, as well as some 
of the more highly cited studies covering earlier years. 
We exclude studies based on a sample of publications 
rather than of people, because these do not allow us to 
calculate productivity per person.21 We also exclude stud-
ies limited to specific fields (e.g., Helmreich et al., 1980, 
on psychologists; Symonds, Gemmell, Braisher, Gorringe, 
& Elgar, 2006, on life scientists; and Keith, Layne, 
Babchuk, & Johnson, 2002, on sociologists) or other 
countries (e.g., Borrego et al., 2010, on Spain; Prpić, 2002, 
on Croatia; and Symonds et  al., 2006, on the United 
Kingdom and Australia). As we will see in Figure 14, 
interfield differences are substantial enough to make it 
impossible to compare across fields to identify time 
trends. The same is likely to be true across countries. 
Finally, we exclude studies that are not limited to STEM 
fields,22 with one exception included because it mea-
sured time trends.

Also included in Table 2 are gender differences in 
publications from analyses that we have done for this 
report based on the most recently available publication 
data in the NSF’s 2008 SDR.23 Specifically, the SDR mea-
sured articles accepted for a refereed professional journal 
in the previous 5 years. We start with this metric in order 
to describe the current state of the “gender publication 
differences.”

The overall average difference in the 5-year publica-
tion count for male and female academics in the 2008 
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SDR is 2.1 articles, which represents 19.6% of the average 
number of male publications. In the 1995 SDR, the aver-
age 5-year publication gender gap was 22.5%, just 2.9 
percentage points higher than the gap in 2008. This sug-
gests only a modest improvement over these 13 years. 
However, these male advantages could be highly mis-
leading, because on average male academics are more 
senior to female ones, and annual publications tend to 
change over the course of one’s career.24 We therefore 
differentiate by academic rank in Figures 14a, 14b, and 
14c, which show gender differences in academic produc-
tivity by STEM field from the NSF’s 1995 and 2008 SDR at 
the ranks of assistant professor, associate professor, and 
full professor, respectively.

Assistant professors represent the new generation of 
women and men entering the field. The average differ-
ence in publications for assistant professors is 2.1 articles, 
representing 27% of male assistant-professor publica-
tions. Figure 14a shows these differences by field. In each 
field in both time periods, point estimates indicate that 
men published more on average than women. The larg-
est statistically significant productivity gaps for assistant 
professors in 1995 were in the fields of engineering, life 
science, mathematics/computer science, and the physical 
sciences. In the fields of engineering and mathematics/
computer science, these gaps have fallen and were no 
longer statistically significant in 2008. In life science, the 
gap has narrowed, but it was still significant in 2008, and 
in the physical sciences, the gap has grown. In almost 
every field, assistant professors of both sexes are publish-
ing more articles in 2008 than they were in 1995. The 
exceptions are notable—men in life science are publish-
ing slightly fewer articles in 2008 compared with men in 
1995 (although this result is not statistically significant), 
whereas women are publishing more, but not enough 
more to close the significant gender publication gap. In 
economics, men were publishing more and women were 
publishing less in 2008 than in 1995, leading to a newly 
significant 2008 publication gap. Although both women 
and men were publishing more in psychology in 2008, 
men’s productivity increased relatively more, giving rise 
to a newly significant 2008 publication gap as well.

For associate professors, the average 2008 publication 
gap was much smaller: 10.5%, or 0.9 articles. In Figure 
14b, we see that in 1995, although males published more 
than females in all fields, these differences were small 
and were significant only in mathematics/computer sci-
ence and social science. By 2008, women, on average, 
were publishing more in six of the eight fields (econom-
ics, engineering, geoscience, mathematics/computer sci-
ence, psychology, and social science), although none of 
these gender differences were statistically significant. The 
only field-specific publication advantage that was statisti-
cally significant in 2008 was the male advantage in the 
physical sciences.

The average 2008 gender publication gap was much 
larger for full professors: 21.6%, or 2.8 articles. Figure 14c 
indicates that several fields had substantial gaps in 2008, 
including the physical sciences, psychology, life science, 
geoscience, and economics. However, given the small 
samples of women in some of these fields, the only gen-
der gaps for full professors that are significant are for the 
physical sciences and psychology. For five of the eight 
fields, these gaps were larger in 2008 than in 1995, when 
women actually had a publication advantage in three 
fields.

In sum, the male publication advantage narrowed by 
only a relatively small amount during the 13 years from 
1995 to 2008. Disaggregating this average by rank (Table 
2), there was a sizable narrowing in the gender gap (by 
10 percentage points) at the level of associate professor, 
with the gap reversing in 2008 in most fields. There was 
only a smaller narrowing of the gap for assistant profes-
sors (by 5 percentage points), the newer generation of 
academics. And there was a widening of the gender 
publication gap (by 3 percentage points) for full profes-
sors. Although this widening at the full-professorship 
level might be attributable to a greater historic selectiv-
ity of female scientists, we have no evidence that shows 
this to be the cause. We conclude that overall, any 
equalization in publication rates in the years from 1995 
to 2008 was small. And in one field—the physical 
 sciences—the publication advantage of men increased 
at all ranks.

Other studies have indicated that the productivity gap 
did narrow before the mid-’90s. Xie and Shauman (1998, 
2003) reported on three comparable cross-sections of 
STEM faculty between 1969 and 1993. The 2-year publi-
cation averages in the top row showing Xie and Shauman’s 
results in Table 2 do not control for rank or anything else. 
We see that from 1973 through 1993, the gender gap in 
publications narrowed from 58% to 18%. This 1993 gen-
der gap is quite similar to the average of 22% in the 1995 
SDR. It is also similar to the 22% (for five STEM fields 
serving as proxies for all of the natural sciences) identi-
fied by Fox (2005) for the 1990-through-1994 period. On 
the other hand, the large 1973 and 1988 gender differ-
ences of Xie and Shauman were much higher than the 
17% average gap identified by Levin and Stephan (1998) 
for the 1973-through-1981 period for four STEM fields 
serving as proxies for all of the natural sciences. The 
Levin and Stephan study was different from these other 
studies in that it did not rely on self-reported publication 
counts—which may be over- or underreported to differ-
ent extents by women and men.

We could find no time-series comparisons of gender 
differences in publications that isolate STEM fields, other 
than Xie and Shauman’s. However, Sax, Hagedorn, 
Arredondo, and Dicrisi (2002) studied publication gender 
gaps at three points of time between 1972 and 1999 for 
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all faculty, STEM and non-STEM combined. The Sax et al. 
study must be regarded as suggestive only, given that 
gender differences in STEM fields are different from those 
in the humanities in many other ways, and that during 
these decades, there were large compositional changes in 
the percentage of female academics engaged in STEM 
fields relative to the humanities.

Sax et al. (2002) gives the distribution, rather than the 
mean, of 2-year publication counts. As Table 2 indicates, 
the gender gap in the percentage of academics with no 
publications was halved between 1972 to 1973 and 1998 
to 1999, whereas the gender gap in the proportion with 
three or more publications (over 2 years) improved only 
slightly. Several other studies have addressed the 
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distribution rather than the mean or median. They, too, 
have found women considerably more likely to have 
zero publications (typically publications over a 1- to 
5-year period rather than cumulative publications). At the 
other extreme, men are considerably more likely to be in 
the top tail (e.g., to have more than 10 publications per 
period, perhaps echoing the literature on scientific 
ability).

Two early, highly cited studies are informative but not 
comparable to those already discussed. Both Cole and 
Zuckerman (1984) and Long (1992) studied specific 
cohorts of PhDs as their careers progressed. This is very 
different from the studies discussed above, which were 
limited to (full-time) academics or even more narrowly to 
tenured or tenure-track academics. Using only current 
tenured or tenure-track academics drops many PhD 
recipients who did not enter academic jobs, and many 
more who were unsuccessful in academia and conse-
quently left it. Because women drop out of academia and 
science more than men (as we discuss below), gender 
publication gaps will be much larger for complete PhD 
cohorts. Thus, Long (1992) found a 48% gender gap at 9 
years post-PhD for biochemists (1956–1963 cohorts, 
through 1980), and Cole and Zuckerman (1984) found a 
43% gender gap at 11 years post-PhD for all STEM fields.

To compare to these earlier figures, we use the SDR 
data on publications between 2003 and 2008 for all PhDs 
at different time spans since PhD, not limiting ourselves 

to those in academia. We found an average 20% gap at 6 
to 10 years post-PhD and an average 25% gap at 11 to 20 
years post-PhD for all STEM fields, noticeably smaller 
than the 43% gap that Cole and Zuckerman found 25 
years earlier, yet still substantial. In life science alone—
which includes biochemistry and is thus most compara-
ble to Long’s cohort showing a 48% gap—the gaps are 
28% to 29% at both ranges post-PhD. In three fields—of 
which two are GEEMP fields (math, engineering, and 
social science excluding economics)—women’s average 
publications actually exceed men’s average at 6 to 10 
years post-PhD, and are very similar at 11 to 20 years 
post-PhD (analogous to our earlier results for associate 
professors). Again, this suggests sizable improvement 
over the decades, yet with considerable gaps remaining, 
larger than those found among academics alone.

Although patenting is not a widespread academic 
activity, Table A1 in the Appendix shows that the gender 
gaps in patenting by academics are large and significant 
(favoring males) in fields in which patenting is preva-
lent—engineering, life science, and the physical sciences. 
This is consistent with findings from Ding, Murray, and 
Stuart (2006).

Various studies have examined several explanations 
for gender differences in academic productivity. First, 
women, especially women with children, may work 
fewer hours than men. Figure 15—again based on the 
2010 SDR—shows surprisingly small differences in the 
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Fig. 14. Average publications over the previous 5 years for assistant professors (a), associate professors (b), and full professors (c) in 1995 and 
2008 as a function of subject and gender. Values shown are weighted averages. Asterisks indicate significant differences between males and females  
(†p < .10, *p < .05, **p < .01,***p < .001). Data shown here were drawn from the National Science Foundation’s Survey of Doctorate Recipients (http://
www.nsf.gov/statistics/srvydoctoratework/).
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weekly hours worked outside the home by sex and field 
of tenured and tenure-track STEM faculty. In fact, women 
work more on average than men in five fields, but the 
only statistically significant difference is that women 
work more than men in mathematics/computer science 
(p < .05). Ecklund and Lincoln (2011), in their survey of 
1,175 faculty in biology, astronomy, and physics, similarly 
found no significant difference in the number of hours 
women and men without children worked.

Lubinski and his colleagues (Ferriman, Lubinski, & 
Benbow, 2009; Lubinski & Benbow, 2006) have measured 
actual and preferred weekly hours of women and men in 
their mid-30s from two groups: those who were identi-
fied at early adolescence as being of high mathematical 
ability, and those who were math and science graduate 
students in the natural sciences and engineering 10 years 
previously. In both groups, women preferred to and actu-
ally did work fewer hours per week. In particular, there 
were more women who worked (and preferred to work) 
less than 40 hours per week—although always less than 
15%—and fewer women who worked 60 hours or more 
per week. Comparing this with the evidence on faculty 
hours suggests that women who excel in STEM fields but 
who prefer to limit their work hours may shun academic 
(tenure-track or tenured) positions. To test this, we again 
looked at PhD scientists in the 2010 SDR and found that, 
controlling for age, whereas women in (tenure-track) 
academia worked the same hours as men, women work-
ing outside academia worked 4.4 fewer hours (p < .001); 
in addition, women were 5.4 percentage points more 

likely to be out of the labor force. Further, there was a 
difference between GEEMP and LPS women, with women 
in GEEMP fields less likely than women in LPS fields to 
work part-time and on average working more hours than 
women in LPS fields (about 2.3 hours more); not surpris-
ingly, GEEMP women were more likely to be in tenure-
track positions. We conclude that STEM faculty women’s 
lower number of publications cannot be explained by 
their work hours, but that work hours may hold the key 
to understanding why women with PhDs in LPS fields are 
less likely to enter academia, a point that we return to in 
the Conclusion.

The detailed study by Xie and Shauman (2003) indi-
cates that the higher demands on women faculty’s time 
for teaching (and/or service, mentioned by others) can 
explain much of women’s lower research productivity. 
Indeed, they found that faculty teaching 11 or more hours 
per week had much lower research productivity.25 Thus, 
the second row showing Xie and Shauman’s results in 
Table 2 lists much smaller gender differences, with con-
trols added for teaching and research funding, as well as 
field, academic rank, and institution type. This finding 
has been echoed by Misra, Lundquist, Holmes, and 
Agiomavritis (2011), who found significant differences in 
time use by STEM faculty at a single research university: 
Men spent almost twice as much time on research than 
women and significantly less time on mentoring and ser-
vice. Using a sample of 150 economists, Manchester and 
Barbezat (2013) examined how time allocation and time 
concentration (i.e., how research time was spread across 
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the academic year and summer months) were related to 
academic productivity. They found that male economists 
spend more time on research and concentrate more of 
their research during the academic year, whereas women 
concentrate their research in summer months as a result 
of child-care responsibilities. Time concentration was 
associated with women submitting fewer articles for 
publication.

However, to use the economists’ terminology, hours 
spent teaching is highly endogenous. In other words, 
those academics who cannot or prefer not to do research 
will teach more (and do more service), including by 
choosing teaching institutions over R1 institutions, and 
similarly will get less research funding. In fact, Winslow 
(2010) used the 1999 National Study of Postsecondary 
Faculty (NSOPF) to examine gender differences in time 
allocation of all faculty, and found that women prefer to 
teach more and do teach more than men, whereas men 
prefer to do research and spend more time on research. 
As a result, the much smaller gender productivity gaps 
seen when controlling for teaching time and research 
funding in our judgment underestimate the true gender 
gap in publications.

A second possible explanation for the gender produc-
tivity gap is that having children reduces research pro-
ductivity. Many articles have addressed the relationship 
between family variables and the gender productivity 
gap by measuring separate impacts of family-related 
variables for women and men. Xie and Shauman (2003), 
Stack (2004), and Sax et  al. (2002) found that family-
related variables had no effect or relatively small effects 
on productivity; however, these studies again controlled 
for highly endogenous variables that can soak up much 
of the effect of children, such as teaching hours, federal 
support, research orientation, and salary. Without these 
controls, some studies have revealed large negative 
effects of children on productivity. For instance, Fox 
(1995) found that elementary-school-age children (only) 
and divorce significantly decreased the productivity of 
female STEM academics, whereas both marriage and 
children (of any age) significantly increased the produc-
tivity of male STEM academics. However, in an older 
study of chemists, Hargens, McCann, and Reskin (1978) 
found that children (significantly) slowed the productiv-
ity of men and women equally. Likewise, Hunter and 
Leahey (2010) showed that children decrease productiv-
ity growth in the social-science fields of sociology and 
linguistics for both women and men, but more so for 
women. Ginther and Kahn’s results (2009, in press), con-
trolling for exogenous variables such as PhD quality and 
rank but not for arguably endogenous variables such as 
research funding and teaching hours, have shown that 
women assistant professors with children in social 

science and geoscience—but not other fields—publish 
fewer papers than women without children.

To bring the analysis of publications and children up 
to date, we again use data from the 2008 SDR. In Figure 
16, we examine whether the presence of children is asso-
ciated with the productivity gender gap by looking at 
publications of assistant professors without children. As 
shown in Figure 16a, publications by single, childless 
females are not significantly different from those by sin-
gle childless males in any field except economics and the 
physical sciences. Publications in life science and psy-
chology, which had significant gender differences on 
average for assistant professors, are not different when 
limited to childless singles.

However, a visual comparison of Figures 16a and 16b 
is enlightening. In each field except mathematics/com-
puter science, the physical sciences, and psychology, 
men with children published more than men without 
children. This pattern is likely to be due to selection bias; 
positive correlations of men’s being married and/or hav-
ing children and their productivity and/or wages are seen 
across the labor market. The differences between these 
two groups of men are the major differences in the two 
graphs, rather than any differences between women with 
and without children. Women without children publish 
noticeably more than women with children only in geo-
science and psychology. Thus, except for these two fields, 
the presence of children cannot explain the overall gen-
der productivity gaps.

We have also investigated whether having children 
reduces academics’ work hours, and whether this effect 
is larger for women (who typically have the major respon-
sibility for child rearing) than for men. We repeated the 
hours analysis of Figure 15 for men and women with 
children (see Section D in the Appendix) and found, not 
surprisingly, that women and men with children both 
work less (outside the home) than do those without chil-
dren. However, we found that the only field in which 
women with children work significantly less than men 
with children was physical science (M = 2.9 hours less 
per week; p < .10). There were no other statistically sig-
nificant gender differences in hours of work as a function 
of field and presence of children. Ecklund and Lincoln 
(2011), in their survey of 1,175 faculty in biology, astron-
omy, and physics, also found that while children lowered 
work hours, the impact was similar for women and men.

Before we leave this discussion of children and pro-
ductivity, we note that all of the literature in this area is 
only descriptive. Links observed between children and 
research productivity cannot be disentangled to evaluate 
whether the associations found are due to selection—that 
is, whether either more or less able researchers end up 
having children—rather than being the effect of children 
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on productivity. This is a problem for both those studies 
with control variables and those without controls. In 
order to tease out selection explanations from the impact 
of children on productivity, a better study would look at 
the effect of childbearing on number of publications 
before and after having children. Cole and Zuckerman 
(1987) did this with a small sample and found that 

marriage did somewhat lower women’s productivity but 
the birth of children did not. More recent and larger anal-
yses of this sort are needed.

A third explanation given for sex differences in pro-
ductivity is the existence of smaller professional networks 
and fewer coauthors, ultimately resulting in fewer publi-
cations. Sex differences in the frequency of coauthorship 
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may result from faculty preferring to collaborate with 
researchers of the same sex, such that fewer women in a 
field may result in fewer papers in that field coauthored 
by women (Bukvova, 2010; McDowell, Singell, & Stater, 
2006; McNeely & Schintler, 2010). Unsurprisingly, research 
has shown that coauthorship can strengthen a scientist’s 
publication record (Bukvova, 2010; Fox & Mohapatra, 
2007; McDowell et al., 2006; McNeely & Schintler, 2010).

A recent article (Duch et al., 2012) offers evidence of 
an additional reason that women in STEM may publish 
less than men. These authors documented an association 
between STEM fields that have large resource require-
ments for research (e.g., molecular biology) and a larger 
gender publication gap at selected top research institu-
tions in the United States. They related this gender gap 
to the fact that historically, women have had less access 
to institutional resources and support (see, e.g., 
Massachusetts Institute of Technology, 1999). Industrial 
engineering, the field in their study with the fewest 
resource requirements, has the smallest gender publica-
tion gap. A final possible reason was identified by Leahey 
(2006), who found that women in sociology and linguis-
tics are less likely to specialize in their research topics, 
with less specialization resulting in fewer publications.

In summary, the data show that women in STEM fields 
on average are significantly less productive than men at 
the assistant-professor rank. Economists, including those 
coauthoring this article, believe that this is prima facie 
evidence that shifts at least part of the responsibility for 
women’s limited academic success away from employing 
departments—unless one wants to argue, as some do, 
that more should be done to help mothers with young 
children. Unfortunately, there are relatively few studies 
that provide compelling explanations for these productiv-
ity differences. The Duch et al. (2012) argument based on 
resources is a promising new direction, arguing that the 
problem lies in institutional resource decisions. This and 
other possible explanations warrant additional investiga-
tion to illuminate causes of the gender productivity gap, 
research that could benefit from new data sources that 
link individual researchers to their research output. As 
seen above, scientific fields often differ significantly in the 
productivity of women with children. It has been sug-
gested that the fastest-paced GEEMP fields—those that 
experience the most rapid knowledge decay and require 
regular technical updating—will have the largest penalties 
for family leaves, an argument advanced by Lubinski and 
Benbow (2007, p. 93). Taking time out from fast-paced 
careers for even a limited amount of time is difficult, given 
the rapid accumulation of knowledge and technical 
advances in such careers. In some GEEMP fields, much 
more than 40 hours a week may be needed to stay up-to-
date to have a high-impact career (Lubinski & Benbow, 
2007). Future research might be directed at this issue.

Potential explanation #6: Biased 
work-product evaluation

It could be that women are less productive than men in 
terms of publications because the review process is biased 
against them. A number of recent analyses of journal 
reviewing have been reported, and we summarize them 
here. (The interested reader should consult Ceci & 
Williams, 2011, for a more detailed report.) To adumbrate 
the conclusion of this article, there have been no system-
atic sex differences in work-product evaluation during the 
past two decades: There are similar journal-acceptance 
rates as well as grant-funding rates for male and female 
authors, a finding that has been in evidence for at least 
two decades (e.g., J. R. Gilbert, Williams, & Lundberg, 
1994; Grant, Burden, & Breen, 1997; Hammerschmidt, 
Reinhardt, & Rolff, 2008).

Sex differences in journal acceptance rates. Some 
have claimed that editors and reviewers are biased against 
accepting women’s manuscripts. Budden et  al. (2008) 
reported that women’s acceptances rose 33% for the jour-
nal Behavioral Ecology after it implemented blind review 
so that reviewers did not know the gender of the authors:

Research on anonymous refereeing shows fairly 
clearly that biases play a role in evaluating work . . . 
one such journal, Behavioral Ecology, recently 
decided to [implement blind review]. They found 
that it led to a 33% increase in representation of 
female authors. (quoted in Saul, 2013, p. 41)

According to some, this reviewing bias contributes to 
women’s underrepresentation because it results in fewer 
publications, which has both direct and indirect effects 
on women’s career advancement. Relatedly, a number of 
experiments have shown that the same manuscript is 
rated higher when it has a male name on it, although rat-
ers in these studies are usually students, not reviewers 
(i.e., Foschi et al., 1994; Swim et al., 1989). When it comes 
to actual manuscripts submitted to actual journals, the 
evidence for gender fairness is unequivocal: There are no 
sex differences in acceptance rates. As seen below, the 
reason women have fewer publications is not that their 
manuscripts are rejected at higher rates, but rather that 
they submit fewer manuscripts.

One way to test the hypothesis that journal reviewers 
are biased against women’s manuscripts is to send identi-
cal versions of a manuscript, with female and male 
names, to the same reviewers. When this has been done, 
women and men have been treated similarly (e.g., Borsuk 
et al., 2009). Another type of evidence is overall review 
outcomes for male and female authors. Nearly all such 
studies reveal gender neutrality. For example, nearly 
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3,400 publication recommendations submitted to the 
Journal of the American Medical Association revealed no 
association between author gender and acceptance ( J. R. 
Gilbert et al., 1994), a finding repeatedly found for other 
journals (e.g., Blank, 1991; J. Brooks & Della Sala, 2009; 
Grant et  al., 1997; Hammerschmidt et  al., 2008; Nature 
Neuroscience, 2006; Tregenza, 2002).

In a recent study on economists, the authors tested 
directly for the results of bias in the review process. 
Abrevaya and Hamermesh (2012) examined gender 
dynamics in refereeing economics papers. Using over 
5,000 papers from an economics journal in which the sex 
of the authors was matched to the sex of the referees, they 
found no evidence of bias (either same-sex favoritism or 
opposite-sex discrimination) in the referee process.

Sex differences in citation rates. Another measure of 
the evaluation of research is whether a paper is cited by 
other researchers. Because women publish fewer papers, 
they have reduced opportunities to receive citations com-
pared with men. However, whether gender differences in 
citation rates per article exist is a different question.26

Citations per article can only be compared within 
fields, or analyzed while controlling for fields, because 
fields differ considerably in their citation protocols. 
Controlling for field, citations are typically viewed as a 
measure of the quality of the article. On the other hand, 
citations may be a measure of the authors’ networks (as 
in the old-boy network) or the authors’ networking skills. 
Gender bias, if it exists, could affect citations per article 
in two ways. First, an article’s citations depend consider-
ably on the prestige of the journal it is in, so any editorial 
or reviewer bias could also be reflected in citations per 
article. Second, people’s evaluation of any article’s quality 
and cite-worthiness may be influenced by the authors’ 
gender. Third, citations could be a function of the “nar-
rowness” of the topic or field, though we know of no 
data showing that women work on narrower topics in 
narrower fields.

The literature on gender differences in citation rates 
per article is summarized in Table 3. Most of this litera-
ture is limited to a single field, a single country, or a sin-
gle field within a single country, and therefore may not 
be representative of all fields and countries. Also, many 
studies have involved limited numbers of observations. 
(This table excludes studies with fewer than 75 subjects.) 
Finally, Table 3 includes only citation studies that con-
trolled in some way for the period of time that the cita-
tions had to accumulate (since the publication date). 
Note that Table 3 indicates a much more limited and less 
comprehensive set of articles than were available on 
publication rates. A major reason for this is that although 
the availability of citation data is rapidly expanding, 

matching these data to individual characteristics (includ-
ing gender) remains a slow process.

Perusal of this table leads to the conclusion that in 
general, there is no gender difference in citations per 
article. Women do seem to have fewer average citations 
per publication than men in archaeology (Hutson, 2002), 
international relations (Maliniak et  al., 2013), and in 
Norway (Aksnes, Rorstad, Prio, & Sivertsen, 2011). 
Women seem to have more average citations per publi-
cation than men in ecology (Duch et al., 2012) and in 
political science in Canada (Montpetit, Blais, & Foucault, 
2008). Also, before 1990, women had more citations per 
publication in biochemistry. Those authors who find a 
female advantage typically emphasize the quality dimen-
sion, arguing that women produce higher-quality, if less, 
work.

Two articles limited the analysis both by country of 
citing as well as cited author. Aksnes et al. (2011) found 
lower citations to Norwegian women in Norwegian pub-
lications. Kahn and MacGarvie (2014) found that when 
they considered only citers from outside the United States 
(and more heavily in developing countries), women were 
cited less. But for the same group of authors and publica-
tions, Kahn and MacGarvie found that women were not 
cited less by citers in the United States. Together, these 
two articles suggest that authors in some countries other 
than the United States may cite women less than men.

In sum, an overwhelming amount of evidence reveals 
no gender differences or higher citation rates for women 
that, if found, might have suggested that women publish 
higher quality articles.

Sex biases in grant funding rates. Numerous com-
mentators have claimed that sex bias in grant review is 
responsible for fewer women getting funded (or getting 
funded at lower levels) and that this failure to gain grants 
is responsible for women’s lower rate of persistence and 
lower rate of promotion. For example, Lortie et al. (2007) 
wrote that “it is now recognized that (sex) biases function 
at many levels within science, including funding alloca-
tion, employment, publication, and general research 
directions” (p. 1247).

Notwithstanding such claims and myriad others (e.g., 
Wenneras & Wold, 1997), there are no systematic sex dif-
ferences in grant-funding rates, although men’s grant 
awards tend to be for higher dollar amounts, likely as a 
result of men’s greater likelihood of being principal 
investigators on large center grants and program projects. 
Overall, however, men and women have very similar 
funding rates for their grant proposals (e.g., Jayasinghe, 
Marsh, & Bond, 2003; Ley & Hamilton, 2008; Marsh, 
Bornmann, Mutz, Daniel, & O’Mara, 2009; Mutz, 
Bornmann, & Daniel, 2012; Pohlhaus, Jiang, Wagner, 
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Schaffer, & Pinn, 2011; RAND, 2005). Below, we summa-
rize this literature.

In the aftermath of Wenneras and Wold’s (1997) find-
ing of biased grant reviews of 114 Swedish postdoctoral 
fellowships, many have claimed that women’s success in 
tenure-track positions is stymied by biases in grant 
awards, arguing that for a woman to be funded, she had 
to have on average 2.5 more major publications (i.e., in 
top journals) than comparable male competitors to get 
the same score. However, a comprehensive analysis of 
the data does not accord with this claim, and the full 
corpus of evidence does not reveal an anti-female bias in 
grant reviews (Ceci & Williams, 2011). Here, we add to 
the evidence.

The European Molecular Biology Organization 
(EMBO) funds scientists through various award mecha-
nisms and has been tracking the gender fairness of its 
grants for 15 years. It has repeatedly found that the suc-
cess rate of male applicants is approximately 20% higher 
than that of females. Ledin, Bornmann, Gannon, and 
Wallon (2007) analyzed the EMBO data over two rounds 
of reviews in 2006. Their first analysis eliminated all refer-
ences to gender contained in the grant applications, let-
ters of recommendation, and reports sent to reviewers for 
scoring:

Nevertheless, the difference in success rate 
persisted. The finding that the committee reached 
the same conclusions when [proposals and letters] 
were gender-blinded challenges some of the usual 
explanations given for the differences in success 
between male and female scientists. We therefore 
looked for bias introduced from an external source. 
A recent publication suggested that letters of 
recommendation are written differently for men 
and women (Trix & Psenka, 2003), and we 
wondered whether this was the case . . . We 
independently read the 283 reports from the Spring 
2006 deadline and tried to deduce the gender of the 
applicants from the language used, as described by 
Trix & Psenka (2003) . . . We concluded that it was 
not possible to accurately determine the gender . . . 
so this could not be an alternative explanation for 
the lower average success rate of women. (Ledin 
et al., 2007, p. 982)

Men’s proposals continued to be funded by the EMBO 
at a rate 20% higher than women’s, even when reviewers 
were unable to distinguish the gender of the principal 
investigator. These data provide no evidence of anti-
female bias, consistent with the following review of 
large-scale analyses of U.S. grants.

Sex differences in federal grant funding in the United 
States are much less apparent. Hosek et  al. (2005) 

reviewed sex differences in grants awarded by the NSF, 
the U.S. Department of Agriculture (USDA), and the 
National Institutes of Health (NIH) between 2001 and 
2003. The study found no significant sex differences in 
NSF and USDA awards. However, it found that women 
received smaller amounts of funding than men at the 
NIH. This resulted from women’s being less likely to 
receive very large awards. These results must be qualified 
because the study could not distinguish whether the size 
of women’s awards was smaller because they asked for 
less money. In addition, women were less likely to reap-
ply within 2 years of submitting their initial proposal to 
both the NSF and the NIH.

Other studies have provided a more detailed look at 
sex differences in NIH funding. An analysis of roughly 
100,000 grant applications to the NIH over a 5-year 
period (2003–2007) by Ley and Hamilton (2008) is one of 
many large-scale studies that has supported the claim of 
gender-neutral grant reviewing. These studies have pro-
vided compelling evidence against gender bias. As will 
be seen, the overall grant pattern is one of gender neu-
trality, not male superiority, notwithstanding isolated 
grant categories in which one sex or the other excels (see 
Figs. 1–6 in the Supplementary Materials for Ley and 
Hamilton, 2008), a finding that is also true for virtually all 
other grant agencies:

Despite the oft-held perception that women do not 
fare as well in the NIH grantee pool as men, the 
data show that funding success rates for nearly all 
grant (categories) were essentially equal for men 
and women, regardless of degree (Ph.D., M.D., 
Ph.D./M.D.) . . . When the data are pooled for all 
investigators and all grants studied from 2003 to 
2007, the success rates for men and women are 
virtually equivalent (31% success for women, and 
32% for men). (Ley & Hamilton, 2008, p. 1473)

More recently, Pohlhaus et al. (2011) examined sex dif-
ferences in NIH applications and funding rates. They 
found few sex differences in NIH awards. However, like 
Ley and Hamilton, they found that women were less likely 
to apply for Research Project Grant (R01) awards condi-
tional on applying for Clinical Investigator (K08), Small 
Grant (R03), and Exploratory/Developmental Research 
Grant (R21) awards. Although women were equally likely 
to be successful in applying for new R01 awards, they 
were less likely to be funded for R01 renewals than men. 
Pohlhaus et al. did not investigate whether differences in 
research productivity from the first R01 grant explain 
women’s diminished award rates for R01 renewals. The 
limited sex differences in NIH funding stand in marked 
contrast to the large race/ethnicity differences in NIH 
funding uncovered by Ginther et al. (2011), who found 
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that black researchers were one third less likely to receive 
NIH funding compared to white researchers.

These analyses of U.S. grants is consistent with a half 
dozen other large-scale analyses based on hundreds of 
thousands of grant applications to agencies throughout 
the world, which together lead to an unequivocally bias-
free conclusion. The latest of these was conducted on 
nearly 24,000 reviews of 8,500 grants (Mutz et al., 2012), 
again confirming that the decision to award grants was 
not associated with applicant’s gender or the interaction 
between it and the reviewer’s gender. (See Ceci & 
Williams, 2011, for four other large-scale analyses that 
accord with this conclusion.)

This massive evidence of gender fairness in grant 
reviewing, based on hundreds of thousands of reviews, is 
seldom cited by studies claiming sex discrimination, 
which instead emphasize Wenneras and Wold’s (1997) 
study of 114 Swedish postdoctoral applicants. Although 
the 1997 study implied that sex discrimination had not 
been entirely eliminated by that point in time, now the 
overwhelming picture is one of gender neutrality in the 
grant-review process. Approval rates of women and men 
are “virtually equivalent” (Ley & Hamilton, 2008), with 
occasional exceptions that benefit each sex—such as 
EMBO funding, which favors men in gender-blind com-
petitions, NIH center grants, which also favor men, and 
NIH K01, K08, and Loan Repayment Program (LRP) 
grants, all of which favor women.

Does this mean that every analysis of manuscript 
reviewing has shown gender-neutral outcomes? Of 
course not. However, the departures from gender-neutral 
outcomes have been rare and as likely as not to result in 
greater female acceptance rates as greater male accep-
tance rates. As Ceci and Williams (2011) concluded:

Although there are occasional instances of sex 
effects, they are rare, of small magnitude, and are as 
often in favor of women as against them; the largest 
aberrations were not close to Wennerås and Wold’s 
finding that women had to be 2.5 times more 
productive than men to obtain similar scores . . . 
Sandstrom and Hallsten analyzed more recent data 
from the Swedish [Medical Research Council] (same 
data set used by Wennerås and Wold) and found 
that the gender bias reported by Wennerås and 
Wold (29) had reversed itself several years later, 
with a small but significant effect in favor of funding 
women’s grants compared to men’s with the same 
score. (p. 3157)

Potential explanation #7: Sex 
differences in academic promotion

As shown above, women make up small percentages of 
STEM graduate students, tenure-track faculty, and tenured 

faculty, and this is especially true in physical-science and 
engineering disciplines (Ginther, 2006a, 2006b; National 
Research Council, 2001). Many studies have tracked the 
numbers of women in science at various stages of their 
academic careers (National Science Foundation, 2012)—
for example, showing that women continue to be less 
likely than their male colleagues to be full professors and 
more likely to be assistant professors. A related literature 
has examined sex differences in faculty tenure and pro-
motion (Nettles, Perna, & Bradburn, 2000; Perna, 2001a, 
2005), but these analyses have tended to combine all aca-
demic fields, and Ginther and Kahn (2004, 2009, in press) 
have cautioned that one cannot generalize the findings 
from one academic discipline (e.g., engineering) to oth-
ers (e.g., life science). Thus, we focus on research that 
has examined sex differences in promotion in disaggre-
gated academic STEM disciplines. This literature is thin, 
and the findings are somewhat different than expected 
(Ginther, 2006a, 2006b; Ginther & Kahn, 2009; Long, 
2001; National Research Council, 2010). The results sug-
gest few barriers to women’s advancement from tenure-
track jobs to tenured ones in math-intensive fields, once 
researchers control for observable characteristics includ-
ing academic productivity. There is some evidence of 
barriers in life science and in economics.

The NSF did identify barriers in STEM fields (as a 
whole) in its comprehensive study of the factors contrib-
uting to promotion in academic careers of scientists and 
social scientists combined (NSF, 2004). This work showed 
that, controlling for human capital, personal characteris-
tics, and institutional factors, there remains a significant 
female disadvantage in the likelihood of being in a ten-
ure-track job, of receiving tenure, and of being promoted 
to full professor. However, in most of the NSF research-
ers’ specifications, they find that these gender differences 
become statistically insignificant when family characteris-
tics are allowed to affect women and men differently, as 
they likely do in the real world. Furthermore, they com-
bined all STEM fields in their analysis, which masks 
important differences across fields.

The National Academies surveyed the departments 
of biology, chemistry, civil engineering, electrical engi-
neering, mathematics, and physics at R1 universities to 
evaluate sex differences in promotion to tenure, pro-
motion to full professor, and time in rank (National 
Research Council, 2001). The report found few sex dif-
ferences in academic career progression. Although 
women were less likely to be considered for tenure 
than men, once considered they were more likely than 
men to receive tenure. The report also found no signifi-
cant sex differences in being considered for and pro-
moted to full professor. Finally, it found that women 
spend more time in rank as assistant professors than do 
men, but there were no sex differences in time in asso-
ciate rank.
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Kaminski and Geisler (2012) tracked the retention and 
promotion of almost 3,000 science tenure-track or ten-
ured faculty at 14 universities in the fields of electrical, 
mechanical, civil and chemical engineering, physics, 
mathematics, computer science, and biology. They found 
no significant sex differences in promotion or retention 
of faculty. The one exception was in mathematics, in 
which retention times of faculty are short, and signifi-
cantly shorter for women compared with men.

Using the SDR, Ginther and Kahn (2009) echoed many 
but not all of these results, despite the fact that Ginther 
and Kahn controlled for a wide variety of background 
characteristics and for publications as well. They found 
no significant gender differences in promotion to tenure 
in physical-science and engineering fields—fields in 
which women tend to be underrepresented. They did 
find differences in life science, however. In their subse-
quent analysis of social science, Ginther and Kahn (in 
press) found significant and sometimes large differences 
in promotion to tenure in economics and psychology. 
Some of these differences are explained by family char-
acteristics, which will be discussed later in this review. 
With the exception of economics, the fields with promo-
tion issues are ones in which women have a critical mass 
of female students and faculty.

Taken together, the research indicates no significant 
sex differences in promotion to tenure and full professor 
in the GEEMP fields. However, women are significantly 
less likely to be promoted in some of the fields in which 
they are most prevalent: life science and psychology.

Economics is an outlier, with a persistent sex gap in 
promotion that cannot be readily explained by produc-
tivity differences.

Potential explanation #8: Sex 
differences in academic salaries

Although evidence of gender differences in promotion in 
science and engineering fields is scant, there are sizable 
gender differences in salaries in these fields. These differ-
ences may in turn lead to women leaving academia or 
leaving science entirely.

One recent survey reported that women in life science 
earn significantly less than men across almost all job cat-
egories (Dunning, 2012). Each year, the American 
Association of University Professors produces its Annual 
Report on the Economic Status of the Profession, which 
often includes salary comparisons by sex; almost all of 
these data show that men earn more than women. Myriad 
papers have examined sex differences in salaries across 
all academic disciplines (e.g., Perna, 2001b; Toutkoushian, 
Bellas, & Moore, 2007; Toutkoushian & Conley, 2005), 
finding that men earn more than women. However, as 
with promotion, comparing sex differences in salaries 

across fields and academic ranks is problematic. Different 
fields pay different salaries (e.g., engineers earn more 
than life scientists), women and men select different aca-
demic fields, and men are more prevalent in the senior 
ranks—which also pay higher salaries. Thus, the goal of 
any salary comparison should be to make apples-to-
apples comparisons: Individuals in the same fields, in the 
same academic ranks (and years in rank, when possible), 
and in similar institutions should be compared in order to 
reveal whether there are significant sex differences in 
salaries.

In Table 4, we present sex differences in average annual 
salaries by field and academic rank from the 2010 SDR. 
There are significant salary differences across fields—engi-
neers earn more on average than those in other fields. 
Within fields, there are significant differences across 
rank—assistant professors earn less than associate and full 
professors. And within institutions, faculty employed at R1 
universities earn more than colleagues at other institutions 
that tend to place a greater emphasis on teaching.

However, when we look within field and rank, we see 
only a few significant sex differences in salaries. In 2010, 
only 6 of the 24 field-rank cells have salaries of males 
significantly greater than those of females: assistant and 
full professors in economics, assistant professors only in 
life science, associate and full professors in engineering 
and the physical sciences, and full professors only in 
geoscience. When we isolate salary differences at R1 
institutions alone (see Table 4), they tend to be smaller in 
the majority of the rank/field cells (15 of 24 cells); con-
versely, salary differences at non-R1 universities tend to 
be larger (13 of 24 cells).27

Has this always been the case? Figure 17 presents the 
ratio of average female salaries to male salaries in 1995 
and 2010 by rank and field. Values less than 1 indicate 
that men earn more. These graphs allow us to determine 
whether the gender salary gap has narrowed over this 
time period.

For assistant professors (Fig. 17a), women earned sig-
nificantly less than men in 1995 in four fields (engineering, 
life science, the physical sciences, and psychology). In 
2010, gender differences in salaries in these fields were 
smaller and no longer significant in all but one field, life 
science. There was not uniform improvement. In fact, the 
gender gap narrowed in four fields but widened in the 
other four, including life science. In economics, the gap 
widened sufficiently that it became significant.

Figure 17b shows salary differences at the associate-
professor rank. Women earned significantly less than men 
in 1995 in only two fields (geoscience and life science). In 
2010, gender differences in salaries in both of these fields 
were smaller and no longer significant, and no newly sig-
nificant gaps emerged. In four of the eight fields, women 
earned relatively more, and in fact in three of these fields 
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Table 4. Annual Salaries for Tenured and Tenure-Track Academics by Sex, Rank, and Field

Field and gender Assistant professor Associate professor Full professor

All institutions
Economics  
 Male 95,897* 102,749 150,006***
 Female 83,310 106,728 110,872
Engineering  
 Male 93,122 100,798† 137,004*
 Female 93,436 93,302 122,283
Geoscience  
 Male 65,438 75,587 113,293*
 Female 66,020 76,584 99,993
Life science  
 Male 85,118** 91,005 135,624
 Female 73,376 86,657 130,803
Mathematics/computer science  
 Male 73,923 80,498 112,758
 Female 70,907 79,824 115,401
Physical sciences  
 Male 68,751 77,511 127,826*
 Female 64,535 75,343 106,115
Psychology  
 Male 65,701 79,736 124,186
 Female 63,037 74,789 112,806
Social science  
 Male 62,354 77,748 117,999
 Female 60,811 78,567 111,368

Research I institutions
Economics  
 Male 112,774 119,813 188,087
 Female 104,996 177,455 181,124
Engineering  
 Male 113,072 110,392 145,722
 Female 114,465 99,468 149,175
Geoscience  
 Male 71,003 87,243 131,831†

 Female 79,797 82,853 110,635
Life science  
 Male 101,826 105,062 157,078
 Female 91,301 100,306 154,351
Mathematics/computer science  
 Male 85,326 93,780 131,010
 Female 89,849 104,168 152,468
Physical sciences  
 Male 84,665 87,127† 155,234
 Female 78,275 109,470 143,269
Psychology  
 Male 76,630 97,418 160,122
 Female 75,598 87,835 139,573
Social science  
 Male 72,505 84,188 144,606
 Female 67,648 83,231 132,418

Note: Data shown here were drawn from the National Science Foundation’s 2010 Survey of Doctorate Recipients (http://ncsesdata.nsf.gov/
doctoratework/2010/).
†p < .10. *p < .05. **p < .01. ***p < .001.
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(economics, geoscience, and social science), women on 
average earned more than men in 2010.

Sex differences are larger at the full professor rank 
(Fig. 17c). The gap in 1995 was significant in five of the 
eight fields; in each of these fields, the gender gap in sal-
ary narrowed by 2010 and remained significant only in 
engineering, geoscience, and the physical sciences. 
However, the gap widened in the other three fields. As 
was the case with assistant professors, economics is the 
outlier—female full professors in economics went from 

earning 95% of what male full professors earned in 1995 
to less than 75% of what male full professors earned in 
2010, a large and statistically significant difference.

On balance, progress toward salary equalization has 
been made in some fields and ranks between 1995 and 
2010. However, notable salary gaps remain, and in 9 of 
the 24 field ranks, the salary gap widened.

Economists have many competing explanations for 
sex differences in salaries, including preferences, produc-
tivity, job matching, and negotiation. Women’s 
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“preferences” for spending time in child care28 may be 
directly related to their salaries. Hundreds of studies have 
identified a “child salary penalty” for women in the labor 
market as a whole, while at the same time identifying a 
marriage and child premium for men (e.g., Budig & 
England, 2001; Waldfogel, 1997). Much of this child pre-
mium has been attributed to weekly hours, gaps in 
careers, and occupational choices that accommodate 
flexibility with hours worked (Goldin, 2014). It is a differ-
ent question whether this child penalty extends to high-
skilled occupations like those of STEM academics, who 
have signaled their commitment to their field.

Using SDR data through 2001, Ginther (2004) exam-
ined the economic explanations for gender differences in 
academic salaries in science and engineering fields and 
found that children and marriage did not explain sub-
stantial gender salary gap. She did not find that including 
measures of productivity appreciably reduced the salary 
gap, although these results must be qualified because the 
SDR measure of publications is imperfect and, at its most 
accurate, is based on selected surveys from the previous 
5 years. Furthermore, publication counts may not be as 
important a determinant of salary as citations to those 
publications.

In contrast, Kelly and Grant (2012), using the 2004 
NSOPF, did find that marriage-based salary penalties in 
the fields of science, engineering, and math29 are explained 

by productivity differences caused by married women’s 
publishing fewer papers (which leaves open the question 
of why this does not lead to penalties for hiring, tenure, 
and promotion as well). Controlling for productivity, field, 
and rank, married mothers in science, engineering, and 
math made salaries similar to those of married fathers and 
substantially higher than those of single women (with or 
without children). Using 2008 SDR data, Kahn (2013) 
found that PhD women engineers working in tenure-track 
academic positions earned an insignificant 2% less than 
men on average, but single women (with no employment 
gaps) earned 4% more than men, indicating that there had 
been a small marriage/motherhood penalty. Children also 
make a difference in academic biomedicine, cutting salary 
differences by approximately half (Kahn & Ginther, 2012). 
This latter work on biomedicine also showed substantial 
salary differentials for single childless academics, as did 
Kelly and Grant (2012).

A related preference-based argument suggests that 
women may devote less time to work, and earn less as a 
result. However, Figure 15 shows that this is clearly not 
the case in most science fields. Taken as a whole, this 
literature suggests that when children lower publications 
or cause gaps in careers, they do seem to create a nega-
tive marriage/child effect on women’s salaries.

Babcock and Laschever (2003) argued that sex differ-
ences in negotiation may generate observed differences in 
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statistics/srvydoctoratework/).
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compensation. They showed evidence that “women don’t 
ask” for or expect salaries that are as high as men’s. In 
academia, where salaries are negotiated, women’s not ask-
ing for or receiving comparable starting salaries can lead 
to large salary differences over careers. Furthermore, sala-
ries may grow at different rates for women and men 
because of outside offers. For example, the Massachusetts 
Institute of Technology (MIT) Report of the School of 
Humanities, Arts, and Social Sciences (2002, page 18) 
found that at MIT, an increase in salary “partly depends on 
obtaining outside offers from other universities, and such 
outside offers have become increasingly important drivers 
at MIT over the last decade.” Thus, if women are less likely 
to seek or receive outside offers, their salaries may not 
grow as fast as those of their male colleagues. Blackaby, 
Booth, and Frank (2005) showed that even if women in 
economics do ask for salary adjustments, their increases 
may not be as high as those received by men. They found 
that after controlling for productivity, British women econ-
omists were less likely to get outside offers and got lower 
returns to outside offers than men in U.K. academia.

Institutional policies may lead to sex differences in 
salaries. One recent study showed that stopping the ten-
ure clock had no significant effect on the probability of 
being promoted at a large public university, but it did 
significantly reduce salaries (Manchester, Leslie, & 
Kramer, 2013). Although there was no evidence of bias in 
the review process for journals, the same cannot be said 
of annual peer evaluations of salaries. Carlin, Kidd, 
Rooney, and Denton (2013) examined the productivity 
record and peer review of faculty at a public university. 
They found that men’s productivity, as measured by pub-
lications, earned higher salary increments than women’s 
productivity.

Taken together, these results present a mixed picture 
of the barriers to women’s progress in academic careers. 
Gender differences in promotion and salaries can largely 
be explained by observable characteristics, including 
productivity and field. However, in some cases, even sin-
gle childless women continue to earn less than men in 
the same field and rank. Moreover, Ginther (2004), study-
ing STEM fields as a whole through 2001, and Kahn and 
Ginther (2012), studying biomedicine, found that the 
gender gap in academic STEM salaries increases as 
careers unfold.30 This leaves open the possibility that bias 
may be playing some role in the remaining gender salary 
gap found in some fields.

The Role of Women’s Choices to Opt 
Out

Two popular narratives have emerged related to profes-
sional women’s commitment to their careers: “opting out” 
(Belkin, 2003) and, more recently, “leaning in” (Sandberg, 

2013). The “opting out” narrative discussed in Belkin 
(2003) holds that women cannot have both a family and 
a high-powered career. Professional women often part-
ner with professional men and can afford to stay at home 
and take care of their families. Sandberg’s (2013) “lean in” 
narrative argues that women’s own choices restrain them 
from leadership roles and exhorts women to be more 
assertive about having both a satisfying career and a fam-
ily life. We now consider evidence for opting out and 
leaning in in academic science.

We have presented evidence that women’s underrep-
resentation in math-intensive (GEEMP) fields starts very 
early, so that by high school, we see far fewer girls taking 
AP GEEMP courses while more girls than boys take AP 
LPS courses. In college, the preponderance of women in 
LPS rather than GEEMP fields persists. Yet post-bache-
lor’s, gender differences in attrition are much smaller in 
GEEMP than in LPS fields. Thus, the gender difference in 
proceeding from a GEEMP bachelor’s degree to a PhD 
has been shrinking and is now small, and women and 
men proceed to get tenure-track jobs and then to achieve 
tenure at an equal pace. In contrast, the gender differ-
ence in proceeding to a PhD is large and growing for 
women in LPS fields, and far fewer women move from 
PhD to tenure-track jobs, despite the large numbers of 
women faculty in LPS fields. The cause of this is not that 
women applicants are not being hired, but rather that 
they are choosing to opt out of academic science.

In life science particularly, women are able to opt out 
of academic science because there are multiple opportu-
nities to do science in non-academic settings (Monosson, 
2008). As of 2008, 55% of jobs for biomedical PhDs were 
outside of academia (NIH, 2012). Furthermore, a greater 
proportion of female scientists are married to male scien-
tists than the reverse, and the difficulty in finding two 
jobs may cause women to opt for non-academic posi-
tions (Mavriplis et al., 2010).

So far in this review, we have skirted around the issue 
of work–life balance as the source of STEM pipeline leak-
age. However, this is the explicit or implicit reason that 
many believe keeps women from devoting themselves to 
a science career. In this section, we consider how family-
related choices affect attrition from PhD to tenure-track 
academia and, more generally, the likelihood to leave 
science or the labor force.

Children and pipeline leakage from 
PhD to tenure track

A major source of attrition among STEM women occurs 
between the receipt of the PhD and the attainment of 
tenure-track positions in LPS fields and, to a lesser extent, 
in GEEMP fields. While outright biases in hiring and pro-
motion in the past may have been a significant reason 
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that many female PhDs did not apply for tenure-track 
positions, or applied but were not hired or promoted, the 
current most important barrier at this transition point, at 
least in statistical terms, is the perception among female 
PhD recipients and postdocs that these positions are not 
compatible with family formation.

Ginther and Kahn (2009) estimated the transition from 
PhD to tenure-track job separately by broad field and 
found that within the life sciences, married women and 
women with children were significantly less likely to tran-
sition to tenure-track jobs compared with single, childless 
women. Mason and her colleagues found that women 
PhDs with no children and no plans to have children 
fared as well as men in applying for and getting STEM 
tenure-track jobs, whereas those with plans to have chil-
dren opted out of the R1 tenure-track pipeline in favor of 
careers they believed were more compatible with their 
plans, such as positions at teaching-intensive colleges or 
adjunct posts (Goulden, Frasch, & Mason, 2009; Wolfinger 
et al., 2008, 2009). To develop an idea of the magnitude of 
this factor, female postdocs in Mason et al.’s survey expe-
rienced over 50% more attrition if they planned to have 
families compared with men who planned to do so (28% 
vs. 16%), or if they already had children prior to the post-
doctoral position (31% vs. 19%; see Fig. 17). Martinez and 
her colleagues (2007) found similar child-related attrition 
in a survey of 1,300 NIH postdocs. And Ecklund and 
Lincoln’s (2011) survey of 3,455 biologists, astronomers, 
and physicists in top-20 departments found that four times 
as many female as male graduate students and 50% more 
female than male postdocs were worried that a science 
career would keep them from having a family. As the 
authors noted, “It is not surprising then that by the time 
they reach the postdoctoral level, women are much less 
likely than men to report considering a tenure-track job at 
a research university.”

Why do children have more impact on obtaining a 
tenure-track job in life science than in GEEMP fields? The 

answer is likely to lie in the postdoctoral position itself. 
As Kahn and Ginther (2012), Mason, Wolfinger, and 
Goulden (2013) and Monosson (2008) have pointed out, 
postdocs postpone getting started in biomedical careers. 
Moreover, postdocs in life science require long hours of 
work with little discretion over when those hours are, 
which, as Goldin (2014) pointed out, keeps women from 
vying for the most prestigious jobs across the spectrum of 
jobs in the U.S. labor market.

For those women who “lean in” to their academic 
careers, work–life balance poses significant challenges 
despite the widespread adoption of family-friendly poli-
cies in academia, including parental leave and the 
option to stop the tenure clock. Fox, Fonseca, and Bao 
(2011) surveyed STEM faculty at nine research universi-
ties between 2002 and 2004 to examine work/family 
conflict (whereby work interferes with family commit-
ments) and family/work conflict (whereby family com-
mitments interfere with work). Both women and men 
reported that work interfered with family more than 
family interfered with work, but that conflict was higher 
for women in both the work/family and family/work 
domains. Women’s family/work conflict also increases 
with seniority.

Drago et  al. (2006) surveyed faculty in English and 
chemistry and found that workplace norms in academia 
did not support family commitments. As a result, faculty 
women were more likely to stay single, to have fewer 
children, to have children after tenure, and to miss chil-
dren’s events in order to avoid perceived bias against 
caregiving. Ecklund and Lincoln (2011) found that among 
biologists, astronomers, and physicists in top-20 depart-
ments, roughly twice as many women as men claimed 
that career demands caused them to have fewer children 
than desired, and this was the only factor that was signifi-
cantly associated with plans to seek a career outside sci-
ence. Moreover, all of these studies may have 
underreported work/family conflict because individuals 
with the highest amount of conflict may have already 
opted out of academia.

Despite the significant work/family conflict, female 
faculty can and do become mothers. Ward and Wolf-
Wendel (2012) interviewed 87 female faculty across a 
wide variety of disciplines and institution types in order 
to determine how academic mothers manage work and 
family demands. Among the STEM faculty interviewed, 
several common themes emerged. In particular, STEM 
academic mothers talked about being the only women in 
their department and being called upon to meet with 
students and do extra service. Ward and Wolf-Wendel 
(2012) noted that faculty members “were very aware of 
the extra work that comes with being the only woman, 
the only scientist, the only mother, and the only one for 
people to turn to for myriad activities” (p. 93).

Fig. 18. Percentage of University of California postdocs who switched 
away from an emphasis on a career as a research professor as a func-
tion of presence of children and gender. Data shown here were drawn 
from Goulden, Frasch, and Mason (2009).
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Ward and Wolf-Wendel found that STEM faculty work-
ing in labs were more productive during family-related 
leaves of absence because the communal nature of lab 
work kept the research going. Compared with other aca-
demic mothers who took parental leave, women in labo-
ratory science did not experience a slowdown in research 
productivity compared with women in other disciplines 
(Ward & Wolf-Wendel, 2012).

Family-friendly policies, including stopping the ten-
ure clock and paid parental leave, have been adopted 
by universities in recognition of work/family conflict. 
Both the NIH and the NSF have instituted policies to 
promote career flexibility.31 However, these policies 
only assist with work–life balance if they are utilized by 
faculty. Drago et al. (2006) found that women faculty (in 
chemistry and English) engaged in “bias avoidance” to 
hide family commitments, such as by not taking paren-
tal leave or stopping the tenure clock. Lundquist, Misra, 
and O’Meara (2012) found that the overwhelming major-
ity of faculty taking advantage of parental leave (72%) 
were women, but that only 26% of STEM faculty took 
leave. Rhoades and Rhoades (2012) surveyed 181 mar-
ried tenure- track faculty working at institutions with 
paid parental-leave policies who had children under the 
age of 2. They found that 69% of women took parental 
leave but only 12% of men. Among those who took 
parental leave, men participated less in child care than 
women. Conversely, female faculty’s husbands worked 
significantly more hours outside of the home than male 
faculty’s wives. Thus, academic mothers work a “second 
shift” (Ward & Wolf-Wendel, 2012) even with parental-
leave policies.

Also, the majority of family-friendly policies focus on 
the birth of the child and do not recognize faculty’s need 
for work–life balance related to caring for children 
beyond infancy. In fact, Mason et al. (2013) argued for 
expanding family-friendly policies to include part-time 
tenured or tenure-track positions to meet these needs.

That said, research also suggests that family-friendly 
policies may have unintended consequences. Women in 
STEM disciplines may be less likely to stop the clock or 
take parental leave because the time off could lead to 
professional isolation or have a negative impact on 
research (Mavriplis et al., 2010). Manchester, Leslie, and 
Kramer (2013) found that faculty who took leave at a 
Midwestern research university were paid less.

One way to estimate the eventual impact of the rela-
tively new family-friendly policies adopted by many U.S. 
universities on women’s representation in tenure-track 
faculty is to look at Sweden and Finland, where family-
friendly policies such as paid parental leave have been 
available to women for decades. However, Mayer and 
Tikka (2008) found that women in these countries have 
no higher representation in academia than in the United 

States. In contrast, Mason et  al. (2013) found that the 
adoption of family-friendly policies in the University of 
California system increased the number of tenure-track 
faculty having children. Thus, although family-friendly 
policies may help individual female faculty members 
achieve work–life balance, these studies indicate that 
they are not a panacea.

Job satisfaction

One reason that women may decide to opt out of aca-
demic science careers is their overall level of job satisfac-
tion. The 1997 and 2010 SDR asked respondents whether 
they were very satisfied, somewhat satisfied, somewhat 
dissatisfied, or very dissatisfied with their jobs. We com-
bined the satisfied categories for tenured and tenure-
track academics and graphed the percentage satisfied in 
Figure 19. In 1997, women were less satisfied than men 
in all fields, although significantly less so in economics, 
engineering, and life science. In each of the natural sci-
ences, these gaps narrowed to near zero by 2010. 
However, women in economics and social science were 
significantly less satisfied than their male colleagues. In 
the case of economics, the gap grew over time: Men were 
more satisfied and women less satisfied in 2010 than in 
1997.

Others have found more widespread statistically sig-
nificant gender differences in job satisfaction. Ecklund 
and Lincoln’s (2011) survey found women faculty (in 
the fields of biology, astronomy, and physics) about 
30% less satisfied with their careers than men in 2008 
and 2009. In earlier work, Callister (2006) conducted a 
small study of 308 faculty members in science and engi-
neering fields and found that women were significantly 
less satisfied with their work than men. She attributed 
these sex differences to negative departmental climates. 
In a larger survey, Trower and Bleak (2004) surveyed 
faculty at six research universities during 2002. They 
found that female faculty were less satisfied than their 
male colleagues with the climate of their departments. 
Of 28 areas probed, females were less satisfied in 19 of 
them, and in 9 there were no sex differences. In no area 
did males profess to be less satisfied than females. 
Specifically, females were significantly less satisfied than 
males with the commitment of their department chair 
and senior faculty to their success, and they were dis-
satisfied with their professional interactions with senior 
colleagues, leading to dissatisfaction with how well they 
fit in in their department.

Institutions that receive funding from the NSF’s 
ADVANCE program are required to conduct climate sur-
veys for STEM faculty. Part of the criteria for receiving 
ADVANCE funding is to demonstrate that women in sci-
ence experience institutional barriers to career 
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advancement, so the results of these climate surveys 
may not generalize to all female STEM faculty. 
Nevertheless, the results suggest that institutional cli-
mate is associated with job satisfaction. Bilimoria, Joy, 
and Liang (2008) reviewed the results of climate surveys 
at six NSF ADVANCE grant institutions. They found that 
women STEM faculty were isolated and had fewer role 
models and lower job satisfaction. Settles, Cortina, 
Malley, and Stewart (2006) surveyed 208 STEM faculty at 
a Midwestern university in 2001. Perceptions of sexist 
behavior were associated with lower job satisfaction, 
and positive climate (measured by collaboration, coop-
eration, and collegiality) was associated with higher job 
satisfaction. Women in physical- and life-science fields 
reported more sexist behavior than did women in social 
science.

In sum, women faculty in STEM overall have been less 
satisfied with their jobs, with climate-related complaints 
being the primary cause. Figure 18, however, suggests 

that this is no longer true in the natural sciences but 
remains—and has grown—in economics and social sci-
ences. Low job satisfaction and climate affect women’s 
choices to leave science altogether, as we show in the 
following section.

Leaving academic science, all science, 
and the labor market

Women with children face many obstacles in academic 
science, and women in some fields are unhappy in their 
academic jobs. Does this actually lead them to leave ten-
ure-track jobs more than men? In the most comprehen-
sive, and relatively recent, study, Xu (2008a, 2008b) used 
the 1999 NSOPF and found that women and men were 
equally likely to leave STEM academic careers. However, 
women were more likely to change academic jobs 
because of dissatisfaction with research support and 
advancement. Consistent with this, Callister’s (2006) small 
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Fig. 19. Percentage of tenure-track and tenured faculty reporting to be “very satisfied” or “somewhat satisfied.” Values shown are weighted percent-
ages. Asterisks indicate significant differences between males and females (†p < .10, *p < .05, **p < .01, ***p < .001). Data shown here were drawn 
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study of 308 found that women’s lower satisfaction with 
their work made them more likely to quit faculty jobs 
than men.

The most dramatic form of opting out is leaving sci-
ence altogether. Preston (1994, 2004) examined why sci-
entists in general and women scientists in particular 
leave science (including leaving before obtaining their 
first job and leaving the labor market completely). These 
studies were based on data from the 1980s and 1990s 
and did not separate academics from other scientists. 
Although Preston found large differences in the 1980s, 
in the more recent analysis of the early 1990s she found 
that women and men PhDs were equally likely to leave 
science. Some of these differences were explained by 
exiting the labor force, but surprisingly, family charac-
teristics did not explain female PhDs’ greater likelihood 
of leaving science. Men were more likely to leave sci-
ence because of unmet career and salary expectations, 
whereas women left because of work–life balance and 
lack of mentoring.

In a more recent study, Hunt (2010) used the 1993 and 
2003 National Survey of College Graduates to examine 
why women with degrees in science leave science 
careers. Unlike previous studies in which women have 
been compared with men in science, Hunt compared 
women scientists to women in nonscience fields. She 
found that women are more likely to leave engineering 
but not science careers. Women engineers leave their 
careers because of pay and promotion concerns. She also 
found that the higher the concentration of men in the 
field, the more likely women are to exit it. Hunt con-
cluded that a lack of mentoring, a lack of networks, and 
possible discrimination may play a role in women’s exit 
from engineering careers. However, it is important to 
note that her study included scientists and engineers at 
all levels of education and was not limited to academic 
science.

We have used the SDR to determine whether there are 
significant sex differences in working in a field that is 
unrelated to the PhD degree, our measure of leaving sci-
ence. In 2010 more men than women with STEM PhDs 
were working in jobs unrelated to their degrees: 8.4% 
compared with 7.5% (p < .05). When we compared the 
reasons for working outside of their field, job-related rea-
sons dominated for both sexes (p < .001): 94.9% of men 
and 85.2% of women attributed their decision to work 
outside their field to issues such as pay, promotion, and 
location. Another way to interpret these same numbers, 
however, is that women were almost three times more 
likely to leave their science field because of family con-
cerns (14.8% vs. 5.1%).

On the other hand, women are more likely than men 
to leave the labor force entirely. Analysis of the 2010 SDR 
indicates that women were more than twice as likely as 

men to have left the labor force—either from a job or 
directly after obtaining their PhD (7.8% vs. 3.8%; p < 
.0001). The most frequently reported reason for leaving 
the labor force for both sexes was retirement (41.1% of 
women leavers and 75.8% of men leavers). Only 0.9% of 
men, but 4.6% of women, left the labor force for reasons 
other than retirement. The majority of these women 
(61.5%) reported leaving because of family consider-
ations, compared with only 29.6% of the few non-retiring 
men. Thus, women scientists are more likely than men to 
leave the labor force and much more likely to leave 
because of family considerations.

Combining those who leave science to take another 
job or to leave the labor force (excluding those who 
retire), women are indeed more likely than men to leave 
science (12.5% vs. 9.6%).32 However, PhD women who 
continue working are less likely than men to be in ten-
ure-track academia but are also less likely than men to 
opt out of science altogether.

Conclusions: Refocusing Today’s 
Debate on Women in Science

In this final section, we present our conclusions in light 
of the best currently available empirical data to provide 
an empirically informed understanding of the causes for 
women’s underrepresentation in academic science and 
how best to address these current causes. Our hope is 
that this research syntheses, coupled with the numerous 
new analyses we have provided in this article, will help 
to redirect the debate toward critical issues that are most 
important in limiting the careers of women scientists 
today, and hopefully move closer to solving them.

Claims that biases against female scientists have been 
remedied, if untrue, can have serious negative societal 
consequences. Such false claims can lull policymakers 
into an unwarranted sense of complacency; they can be 
invoked by those desiring to terminate important pro-
grams and interventions. On the other hand, claims that 
bias against female scientists is a primary explanation for 
their underrepresentation, if untrue, can also be detri-
mental to women scientists—by diverting resources from 
needed interventions and directing these resources to 
addressing former barriers that no longer explain wom-
en’s underrepresentation.

We began this article by noting how rapidly women 
have increased their representation in all STEM disci-
plines. In the 1970s, women received less than half of all 
STEM degrees. Since that time, progress has been uneven. 
In the case of LPS fields, women have attained a critical 
mass, sometimes comprising over 50% of assistant pro-
fessors and a quarter to a third of full professors. In con-
trast, women are in shorter supply in GEEMP fields. 
Women comprised about 10% of bachelor’s-degree 
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recipients in these fields (in engineering, only 1%) in the 
1970s and are now receiving between 20% and 40% of 
bachelor’s degrees. The most recent figures indicate that 
in these fields, women comprise only 25% to 44% of ten-
ure-track assistant professors and only 7% to 16% of full 
professors. The goal of this article was to explore and 
explain the basis of this difference.

Myriad causes have been alleged to explain women’s 
underrepresentation in GEEMP disciplines—chilly cli-
mate, biased interviewing and hiring, lack of female role 
models, lack of mentors, biased tenure and promotion, 
unfair salary, sex differences in quantitative and spatial 
abilities, lower productivity and impact, stereotype threat, 
and sex differences in career preferences. So what expla-
nation (or explanations) do the data support? In Table 5, 
we summarize the vast body of literature that was part of 
our synthesis.

We begin with a seeming paradox. The fields in which 
women are in shortest supply are (with the exception of 
economics) the very fields in which they appear to have 
the most success at being hired, promoted, and remuner-
ated as professors. Recall that it is in GEEMP fields (often 
with the exception of economics) that women and men 
proceed from college major to PhD in equal proportions, 
in which women applicants are invited to interview and 
are hired at higher rates than their male colleagues, and 
in which women are tenured, promoted, and remuner-
ated comparably to their male colleagues. And it is in 
GEEMP fields that women persist in their careers as long 
as their male peers—with the occasional exception. But 
we want to underscore that the exceptions are occa-
sional, and that the overall picture is one of gender neu-
trality in GEEMP fields, notwithstanding frequent claims 
to the contrary. Thus, the paradox: Why are women in 
shortest supply in the very fields in which they appear to 
fare best?

Our analyses and research synthesis led us to dismiss 
as important causes of women’s underrepresentation pay 
or citations per published article, both of which were 
equivalent (with some exceptions) for the two sexes. Our 
analysis also ruled out discriminatory grant and journal 
reviewing and biased hiring and promotion decisions, 
none of which have been consistently demonstrated to 
occur. These factors are not related to women’s under-
representation in academic science careers, which has 
led us to the conclusion that the overall state of the acad-
emy is largely one of gender neutrality. There are some 
important ways in which women and men differ, and 
some of these may be related to differential outcomes by 
sex. For example, our research shows that women on 
average publish fewer papers than men (although their 
citations per published paper are the same). Given the 
central importance of publications to the progression of 
academic careers—in fact, of all variables, it is 

publications that are often argued to be the single most 
important measure of academic success—women’s lower 
productivity in publishing may be seen as a key variable 
in some differential outcomes. Furthermore, there is no 
evidence that women’s relatively fewer publications are 
higher in quality and impact. Better data on individual 
publications and citations, and more research in general, 
is required to determine whether differences in produc-
tivity (quantity and quality) account for some of the 
observed differences in salaries and promotion.

Given that the factors just discussed do not explain the 
gender gap in math-intensive GEEMP fields, what does? 
This long list of exclusions still leaves occupational pref-
erences (women are more likely to prefer organic fields 
that involve living things, whereas men tend to prefer 
fields that emphasize symbol manipulation), and the 
roots of these differences can be seen in the type of AP 
coursework that high school students take as well as in 
their choice of college majors.

Also, the list of potential causes still leaves open the 
key issue of the impact of children. However, why would 
the presence of children reduce a woman’s likelihood of 
entering GEEMP fields and not, say, life science, in which 
the temporal inflexibility of lab work would seem to be 
at least as great? Ginther and Kahn (2009) found that fam-
ily variables did not dissuade women from pursuing aca-
demic careers in the physical sciences and engineering. 
But that study was based on data through 2001, and 
given the dramatic changes we have documented here, it 
is entirely possible that as more women have entered 
GEEMP fields, family variables may now have begun to 
influence career decisions. As we have suggested else-
where (W. M. Williams & Ceci, 2012), childrearing may 
have adverse effects on women’s careers in all fields, but 
these effects might be more apparent in GEEMP fields 
because women’s numbers are relatively low to begin 
with. That is, if the plan to have children dissuades some 
female PhD students or postdocs from entering the com-
petition for tenure-track jobs in psychology or biology 
(the two fields in which the transition showed the largest 
loss of females), this effect will be less apparent because 
women currently constitute 40% to 67% of assistant pro-
fessors in these fields. In contrast, the reduction of 
women resulting from a similar decision not to enter ten-
ure-track job competition in engineering will exacerbate 
an already-existing dearth of women. Thus, the negative 
impact of children on the work lives of women is fore-
grounded in fields in which they are relatively sparse to 
begin with.

This still leaves as potential causes of underrepresen-
tation sex differences in occupational preferences that 
are evident by middle school and that result in different 
high school course choices (i.e., accelerated and AP 
coursework in physics, Calculus BC, and chemistry). 



126 

T
ab

le
 5

. 
N

ar
ra

tiv
e 

Su
m

m
ar

y 
o
f 
th

e 
La

rg
e 

B
o
d
y 

o
f 
Li

te
ra

tu
re

 a
n
d
 O

u
r 

O
w

n
 A

n
al

ys
es

 T
h
at

 W
er

e 
Sy

n
th

es
iz

ed
 i
n
 T

h
is

 R
ev

ie
w

V
ar

ia
b
le

LP
S

G
E
E
M

P

M
at

h
/s

p
at

ia
l 
ap

tit
u
d
e

N
o
 e

vi
d
en

ce
 t
h
at

 a
 m

at
h
/s

p
at

ia
l 
ga

p
 a

ff
ec

ts
 w

o
m

en
’s
 l
at

er
 

re
p
re

se
n
ta

tio
n
.

St
ro

n
g 

ev
id

en
ce

 t
h
at

 m
al

es
 a

re
 o

ve
rr

ep
re

se
n
te

d
 a

t 
th

e 
ri
gh

t 
ta

il,
 

al
th

o
u
gh

 t
h
e 

ex
te

n
t 
is

 m
u
ta

b
le

 a
n
d
 d

if
fe

re
n
ce

s 
ar

e 
p
ro

b
ab

ly
 

n
ar

ro
w

in
g;

 n
o
t 
cl

ea
r 

if
 a

n
d
 h

o
w

 m
u
ch

 t
h
is

 a
ff
ec

ts
 w

o
m

en
’s
 l
at

er
 e

n
tr
y 

in
to

 G
E
E
M

P
 f
ie

ld
s.

H
ig

h
 s

ch
o
o
l 
ST

E
M

  
in

te
re

st
N

o
 e

vi
d
en

ce
 o

f 
se

x 
d
if
fe

re
n
ce

s;
 f
em

al
es

 p
re

fe
r 

LP
S 

ca
re

er
s.

Su
rv

ey
s 

in
d
ic

at
e 

w
id

e 
ge

n
d
er

 d
if
fe

re
n
ce

s 
in

 p
la

n
s/

ex
p
ec

ta
tio

n
s,

 
es

p
ec

ia
lly

 f
ro

m
 m

id
d
le

 s
ch

o
o
l. 

Fe
m

al
es

 t
ak

e 
fe

w
er

 A
d
va

n
ce

d
 

P
la

ce
m

en
t 
sc

ie
n
ce

/C
al

cu
lu

s-
B

C
 c

o
u
rs

ew
o
rk

 a
n
d
 s

h
o
w

 l
es

s 
in

te
re

st
 i
n
 

G
E
E
M

P
-b

as
ed

 c
ar

ee
rs

.

C
o
lle

ge
 m

aj
o
r

Fo
r 

ro
u
gh

ly
 2

0 
ye

ar
s,

 f
em

al
es

 h
av

e 
b
ee

n
 w

el
l 
re

p
re

se
n
te

d
  

in
 L

P
S 

m
aj

o
rs

, 
o
ft
en

 i
n
 t
h
e 

m
aj

o
ri
ty

.
St

ro
n
g 

ev
id

en
ce

 t
h
at

 f
em

al
es

 e
ar

n
 4

0%
 o

r 
le

ss
 o

f 
b
ac

ca
la

u
re

at
es

 i
n
 

G
E
E
M

P
 f
ie

ld
s,

 d
es

p
ite

 g
ro

w
th

 i
n
 r

ec
en

t 
d
ec

ad
es

.

P
h
D

 p
ro

gr
am

s
Fe

w
er

 f
em

al
es

 t
h
an

 m
al

es
 t
ra

n
si

tio
n
 f
ro

m
 m

aj
o
rs

 t
o
 P

h
D

s.
T
h
e 

p
er

ce
n
ta

ge
 o

f 
b
ac

h
el

o
rs

 w
h
o
 t
ra

n
si

tio
n
 t
o
 P

h
D

s 
is

 e
q
u
iv

al
en

t 
fo

r 
b
o
th

 s
ex

es
.

B
ia

se
d
 i
n
te

rv
ie

w
in

g/
 

h
ir
in

g
A
 l
o
w

er
 p

er
ce

n
ta

ge
 o

f 
fe

m
al

e 
P
h
D

s 
ap

p
ly

 f
o
r 

te
n
u
re

-t
ra

ck
 p

o
st

s.
 T

h
er

e 
is

 n
o
 e

vi
d
en

ce
 t
h
at

 w
o
m

en
 a

p
p
lic

an
ts

 a
re

 h
ir
ed

 f
o
r 

te
n
u
re

-
tr
ac

k 
p
o
st

s 
le

ss
 o

ft
en

 t
h
an

 m
en

, 
b
u
t 
go

o
d
 e

vi
d
en

ce
 t
h
at

 t
h
ey

 a
re

 o
ff
er

ed
 t
h
es

e 
p
o
st

s 
m

o
re

 o
ft
en

, 
b
o
th

 i
n
 r

ea
l-
w

o
rl
d
 h

ir
in

g 
an

d
 i
n
 

ex
p
er

im
en

ta
l 
st

u
d
ie

s.

P
u
b
lic

at
io

n
s

M
en

 a
re

 m
o
re

 p
ro

d
u
ct

iv
e 

in
 jo

u
rn

al
 p

u
b
lis

h
in

g.
 T

h
is

 g
ap

 n
ar

ro
w

ed
 t
h
ro

u
gh

 m
id

-’9
0s

 b
u
t 
th

en
 p

la
te

au
ed

.

C
ita

tio
n
s

A
lth

o
u
gh

 w
o
m

en
 p

u
b
lis

h
 f
ew

er
 p

ap
er

s,
 t
h
er

e 
ar

e 
n
o
 s

ex
 d

if
fe

re
n
ce

s 
in

 c
ita

tio
n
s 

p
er

 a
rt
ic

le
.

G
ra

n
ts

W
o
m

en
 a

p
p
ly

 f
o
r 

fe
w

er
 g

ra
n
ts

, 
p
ar

tic
u
la

rl
y 

fo
llo

w
-u

p
 o

n
es

. 
W

o
m

en
 a

re
 l
es

s 
lik

el
y 

to
 r

ec
ei

ve
 f
o
llo

w
-u

p
 g

ra
n
ts

 a
t 
th

e 
N

at
io

n
al

 I
n
st

itu
te

s 
o
f 
H

ea
lth

. 
M

en
 o

n
 a

ve
ra

ge
 g

et
 l
ar

ge
r 

gr
an

ts
 b

ec
au

se
 t
h
ey

 a
re

 p
ri
n
ci

p
al

 i
n
ve

st
ig

at
o
rs

 o
n
 l
ar

ge
r 

p
ro

je
ct

s.

B
ia

se
d
 w

o
rk

 e
va

lu
at

io
n

E
d
ito

rs
 a

n
d
 g

ra
n
t 
re

vi
ew

er
s 

ra
te

 b
o
th

 s
ex

es
 e

q
u
iv

al
en

tly
.

T
en

u
re

 a
n
d
 p

ro
m

o
tio

n
So

m
e 

ev
id

en
ce

 o
f 
w

o
m

en
 h

av
in

g 
h
ar

d
er

 t
im

e 
ge

tt
in

g 
 

te
n
u
re

 i
n
 b

io
lo

gy
 a

n
d
 p

sy
ch

o
lo

gy
.

N
o
 e

vi
d
en

ce
 o

f 
w

o
m

en
 h

av
in

g 
h
ar

d
er

 t
im

e 
ge

tt
in

g 
te

n
u
re

 i
n
 a

n
y 

G
E
E
M

P
 f
ie

ld
 b

u
t 
ec

o
n
o
m

ic
s.

Sa
la

ry
M

ix
ed

 e
vi

d
en

ce
—

w
o
m

en
 i
n
 l
if
e 

sc
ie

n
ce

 a
re

 p
ai

d
 l
es

s 
th

an
 m

en
 a

t 
th

e 
as

si
st

an
t-
p
ro

fe
ss

o
r 

ra
n
k.

 T
h
e 

p
re

se
n
ce

 
o
f 
ch

ild
re

n
 e

xp
la

in
s 

h
al

f 
o
f 
th

is
 g

ap
. 
O

th
er

s 
ar

e 
p
ai

d
 

eq
u
iv

al
en

tly
.

A
m

o
n
g 

as
si

st
an

t 
an

d
 f
u
ll 

p
ro

fe
ss

o
rs

 i
n
 e

co
n
o
m

ic
s 

an
d
 f
u
ll 

p
ro

fe
ss

o
rs

 i
n
 

ge
o
sc

ie
n
ce

, 
en

gi
n
ee

ri
n
g,

 a
n
d
 t
h
e 

p
h
ys

ic
al

 s
ci

en
ce

s,
 w

o
m

en
 a

re
 p

ai
d
 

le
ss

 t
h
an

 m
en

. 
O

th
er

s 
ar

e 
p
ai

d
 e

q
u
iv

al
en

tly
.

O
p
tin

g 
o
u
t

Fe
w

er
 f
em

al
e 

P
h
D

s 
ap

p
ly

 f
o
r 

te
n
u
re

-t
ra

ck
 p

o
si

tio
n
s.

  
In

 l
if
e 

sc
ie

n
ce

, 
m

o
re

 w
o
m

en
 l
ea

ve
 b

et
w

ee
n
 P

h
D

 a
n
d
 

o
b
ta

in
in

g 
a 

te
n
u
re

-t
ra

ck
 p

o
si

tio
n
.

T
h
er

e 
ar

e 
n
o
 s

ex
 d

if
fe

re
n
ce

s 
in

 t
h
e 

lik
el

ih
o
o
d
 o

f 
en

te
ri
n
g 

a 
te

n
u
re

-t
ra

ck
 

jo
b
 o

r 
in

 l
ea

vi
n
g 

ac
ad

em
ic

 s
ci

en
ce

. 
H

o
w

ev
er

, 
w

o
m

en
 a

re
 m

o
re

 l
ik

el
y 

to
 l
ea

ve
 n

o
n
-a

ca
d
em

ic
 e

n
gi

n
ee

ri
n
g 

ca
re

er
s.

Jo
b
 s

at
is

fa
ct

io
n

W
o
m

en
 a

re
 l
es

s 
sa

tis
fi
ed

 i
n
 s

o
ci

al
 s

ci
en

ce
. 
R
ec

en
tly

, 
 

w
o
m

en
 a

n
d
 m

en
 a

re
 s

im
ila

r 
in

 o
th

er
 L

P
S 

fi
el

d
s.

W
o
m

en
 a

re
 l
es

s 
sa

tis
fi
ed

 i
n
 e

co
n
o
m

ic
s.

 R
ec

en
tly

, 
w

o
m

en
 a

n
d
 m

en
 a

re
 

si
m

ila
r 

in
 o

th
er

 G
E
E
M

P
 f
ie

ld
s.

C
h
ild

re
n
 a

n
d
 o

p
tin

g 
 

o
u
t

In
 l
if
e 

sc
ie

n
ce

 a
n
d
 s

o
ci

al
 s

ci
en

ce
, 
w

o
m

en
 a

re
 m

o
re

  
lik

el
y 

to
 l
ea

ve
 b

et
w

ee
n
 P

h
D

 a
n
d
 t
en

u
re

-t
ra

ck
 p

o
si

tio
n
s 

 
if
 t
h
ey

 a
re

 m
ar

ri
ed

 a
n
d
/o

r 
h
av

e 
ch

ild
re

n
.

N
o
 e

vi
d
en

ce
 t
h
at

 m
ar

ri
ag

e 
o
r 

ch
ild

re
n
 d

et
er

 w
o
m

en
 f
ro

m
 e

n
te

ri
n
g 

te
n
u
re

-t
ra

ck
 jo

b
s 

in
 t
h
e 

p
h
ys

ic
al

 s
ci

en
ce

s 
o
r 

en
gi

n
ee

ri
n
g.



Women in Academic Science: A Changing Landscape 127

Females profess to be more interested in medicine, biol-
ogy, law, psychology, and veterinary medicine from a 
relatively young age, whereas males are more likely to 
prefer engineering and computer science. Perhaps it 
should not be surprising to discover that the sexes trod 
divergent paths after all.

Our review of the evidence leaves open one possibil-
ity raised recently by Goldin (2014) in her presidential 
address to the American Economic Association. Her 
analysis revealed the premium that women dispropor-
tionately place on flexible work conditions, which in 
turn results in lower wages and promotion, but only in 
some fields. Her analyses, model, and arguments suggest 
that women’s status in science is the result of personal 
choices and time-flexibility preferences, as opposed to 
sex differences in human capital and sex-based salary 
discrimination (except insofar as one can argue that 
companies are implicitly biased for not making flexibility 
available at a lower cost to those desiring it). Her analy-
ses explain why sex differences in salaries usually begin 
very small, grow over time, and manifest nonlinearly 
(with hours worked) in some fields but not in others. 
Goldin has shown that if women place a premium on 
flexibility, then purchasing that amenity can be quite 
costly in some fields because of the nature of the work 
and the size of typical workplaces (e.g., for MBAs in 
finance or Juris Doctors), but not in others (e.g., in phar-
macy or large practices in which workers are inter-
changeable). Thus, she has brought personal choice, a 
factor that has been derided by some gender-equity 
advocates, back into the picture.

In a related vein, Ferriman et al. (2009) showed that 
men and women from top graduate programs in STEM 
fields expressed quite similar preferences for flexibility in 
their future work schedules and for working less than 50 
(or 60) hours per week while they were still in graduate 
school, but by their mid-30s, the women with children 
were much less like men (with or without children) and 
women without children with respect to preferring to 
avoid long hours and wanting flexible schedules. Further, 
Lubinski and Benbow (2006) found in both this same 
sample of ex-graduate students as well as a sample of 
people who had been exceptionally able in mathematics 
as adolescents (also in their mid-30s) that women not 
only were more likely to prefer to work fewer hours but 
actually did so. Relatedly, in graduate school, both sexes 
actually reported devoting 20 hours a week to studying 
and 30 hours a week to research: no sex differences (see 
Lubinski et al., 2001, Table 3, p. 315). Time flexibility is 
thus a priority for at least a portion of women who excel 
in science. And, as we argued earlier, it seems that these 
women often eschew faculty jobs in order to accommo-
date these preferences. Looking at current statistics (from 

the SDR), we found that women with LPS PhDs were the 
ones least likely to pursue tenure-track positions and 
most likely to have shorter hours in their work outside 
tenure-track academia. This suggests that Mason et al.’s 
(2013) policy prescription of part-time tenure may serve 
to increase the number of female faculty.

Another way in which our review of the evidence is 
limited is by what is not available in the scientific litera-
ture and by the adequacy of available evidence. At a 
number of junctures we presented survey data and anec-
dotal claims because they were the only evidence avail-
able. In discussing sex differences in job satisfaction and 
climate, for example, we presented claims by women 
from surveys or interviews stating that they were on aver-
age less satisfied with their work climate or jobs than 
men. However, the meaning of such self-reports is 
unclear. Is women’s self-reported lower level of satisfac-
tion due to salary and promotion factors, or is women’s 
relatively lower reported level of satisfaction due to men’s 
socialization inhibiting them from readily disclosing (or 
even acknowledging) unhappiness with their jobs, poten-
tially because such acknowledgement signals weakness 
(men have been shown to underreport pain, for exam-
ple—Ellermeier & Westphal, 1995; Fillingim, King, 
Ribeiro-Dasliva, Rahim-Williams, & Riley, 2009)? That is, 
is women’s lower satisfaction due to their greater willing-
ness to label themselves as dissatisfied? And what are the 
measurable outcomes of this gap in satisfaction between 
men and women (when it exists, given that it is not con-
sistent)? We do not know.

Currently, we lack outcome measures to validate 
such self-reports (e.g., does lower satisfaction predict 
leaving the scientific workforce, or is it tied to produc-
tivity differences?). It is particularly important to investi-
gate the meaning of self-reports when they diverge from 
the large literatures showing that, with few exceptions, 
men and women fare similarly in grant and journal 
reviews, hiring, persistence, and promotion rates. 
Furthermore, it is important not to ante up “studies” on 
one side or the other of an issue, equating the validity 
and meaning of different types of evidence. For exam-
ple, an objective analysis of sex differences in grant 
awards based on 100,000 grant applications should not 
be offset by a self-reported survey on job satisfaction at 
a few universities.

In sum, depending on the life-course transition point, 
the cause of early lack of interest in GEEMP subjects 
and later attrition from GEEMP fields is the result of one 
or more of a confluence of variables. Attempts to reduce 
these causes to a single “culprit” (e.g., bias by search 
committees against female applicants; women’s prefer-
ence for other fields or lack of math aptitude; publica-
tion rates; salary differentials) are not supported by the 
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full corpus of data and research findings. Granted, one 
can cherry-pick aberrant examples that seem to suggest 
bias or aptitude gaps or differences between the sexes 
in productivity or impact, but the entire scientific corpus 
reveals that no single cause can account for the dearth 
of women in GEEMP careers. The most significant impli-
cation of our analysis is that failure to acknowledge the 
nature, complexity, and timing of causes limits progress 
in increasing women’s representation in math-intensive 
careers, by directing resources to areas that are not cur-
rently major reasons for the dearth of women in math-
intensive fields. It is our hope that we have helped move 
the debate from slogans and rallying cries to a judicious 
consideration of the full corpus of scientific data. This 
may make it harder to make sweeping indictments, but 
that is a price worth paying for scientific accuracy.

Finally, we resort to the hackneyed convention that 
“future research is needed,” because it is true. There were 
many junctures in this analysis at which it was not possible 
to narrow a list of potential causes down to a single cause. 
For example, the question of whether differences in per-
ceived math ability and beliefs about whether most people 
can be good at math influenced high school students’ 
decisions to declare and pursue GEEMP majors remains 
open. Much more research will be needed in the coming 
years to narrow the many uncertainties unveiled in this 
report. It is our belief that we have advanced the debate by 
ruling out many dead ends and shining a spotlight on 
areas in need of future attention, rather than continuing to 
pursue issues that may have been historically relevant but 
no longer predict women’s underrepresentation.

Appendix

A. Data sources

We used several data sources to provide a statistical por-
trait of women in academic science. We describe these 
sources below.

Survey of Doctorate Recipients. The Survey of Doc-
torate Recipients (SDR; www.nsf.gov/statistics/srvydocto 
ratework/) is a biennial longitudinal survey of doctorate 
recipients from U.S. institutions conducted by the National 
Science Foundation (NSF). The SDR’s respondents are 
drawn from the Survey of Earned Doctorates, the NSF’s 
annual census of doctorates awarded in the United States. 
The SDR collects detailed information on doctorate recip-
ients, including demographic characteristics, educational 
background, time use, employer characteristics, and sal-
ary. We have used repeated cross-sections of data to 
show sex differences in reported outcomes. When pos-
sible, we have used the latest data available (2010) and 

compared it with data from 1995. The SDR collects infor-
mation on publications only periodically, so we have 
used the latest survey with those questions (2008) and 
compared it with that from 1995. Data on job satisfaction 
was collected in 2010 and in 1997 (the most proximate 
year to 1995).

WebCASPAR. The WebCASPAR database (https:// 
ncsesdata.nsf.gov/webcaspar/) provides access to 
statistical-data resources in science and engineering at 
U.S. academic institutions. We used WebCASPAR to tab-
ulate data from the National Center for Education Statis-
tics’s Integrated Postsecondary Education Data System 
on bachelor’s-degree, master’s-degree, and PhD recipi-
ents at U.S. colleges and universities by sex and aca-
demic field.

Current Population Survey. The Current Population 
Survey (CPS; http://www.bls.gov/cps/#data) is collected 
monthly by the U.S. Census Bureau on behalf of the U.S. 
Bureau of Labor Statistics, and it is the primary source of 
labor-force statistics for the population of the United 
States. We used the Current Population Survey to count 
the number and percentage female high school gradu-
ates aged 20 to 25 from 1992 to 2011.

American Community Survey. The American Com-
munity Survey (ACS; https://www.census.gov/acs/
www/) is collected annually by the U.S. Census Bureau. 
Recent waves of the ACS have collected information on 
the undergraduate major of respondents. We used 2012 
ACS data to examine the probability that individuals who 
majored in science obtained higher degrees within 10 
years of receiving their bachelor’s degree and to examine 
whether these degree holders were working in science 
occupations.

B. Sex differences in mathematics and 
computer-science degree attainment

In Figures 3a and 3b in the main text, the field of math-
ematics/computer science shows a large decrease in the 
percentage of bachelor’s and PhD degrees awarded to 
women. In this appendix, we investigate these trends in 
greater detail by disaggregating the fields into mathemat-
ics and statistics on the one hand and computer science 
on the other. Figures A1a and A1b show the percentage 
of bachelor’s and PhD degrees awarded to females in the 
fields of computer science, economics, engineering, and 
mathematics and statistics. The drop in the percentage of 
bachelor’s degrees awarded to females in mathematics/
computer science is entirely explained by the drop in 
degrees awarded to females in computer science. Women 
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Fig. A1. Percentage of bachelor’s degrees (a) and PhDs (b) awarded to females from 1970 to 2010 as a function of field. Data shown here were 
drawn from the National Science Foundation’s WebCASPAR database (https://ncsesdata.nsf.gov/webcaspar/).
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as a percentage of computer-science majors peaked in 
the mid-1980s at 37% and decreased to less than 20% by 
2011, the lowest percentage in any field considered. In 
contrast, mathematics and statistics held steady, with per-
centages of degrees awarded to females ranging between 
43% and 48% since the mid-1980s. Figure A1b shows that 
the percentage of doctorates awarded to females grew in 
these four fields between the 1970s and 2011, but the 
growth rate was slowest in computer science.

We also investigated whether changes in the num-
bers of men and women obtaining bachelor’s degrees in 
computer science could explain the observed differ-
ences (see Fig. A2). Two trends are immediately appar-
ent. First, computer-science degrees exhibit a good deal 
of cyclicality, peaking in the mid-1980s and again in the 
early 2000s. Second, men have increased their relative 
share as computer-science majors, such that the number 
of male majors grew by 59% between 1986 and 2004 
(the 2 peak years) whereas the number of female majors 
fell by 5% in the same periods. When we compare the 

trough years of 1994 to 2011, male computer-science 
majors increased by 78%, whereas female computer-
science majors decreased by 5%. Thus, much of the dif-
ference in percentage of bachelor’s degrees awarded to 
females in computer science can be explained by the 
increase in male majors and a smaller decline in female 
majors.

C. Sex differences in publications, 
conference papers, and patents

In addition to publications, we used the 2008 SDR to 
examine sex differences in academic productivity in 
Table A1. Besides the publication results in the main text, 
we observe some notable sex differences in productivity 
in selected fields. In engineering and the physical sci-
ences, males present more conference papers than 
females. In fields in which patenting is prevalent (engi-
neering, life science, and the physical sciences), male fac-
ulty apply for and receive more patents than female 
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faculty. As would be expected, sex differences are some-
what less prevalent among faculty at research-intensive 
institutions.

D. Hours of work by presence of 
children

In the main text, we report results showing that male and 
female faculty with children work fewer hours (see Fig. 
A3). However we did not observe any sex differences in 
work hours for faculty with children. The one exception 

is that men with children work on average 3 hours more 
than women in the physical sciences (p < .10).
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 Life science Male 13.33*** 14.73 0.62** 0.34**
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Notes
 1. We focus on math-intensive fields because of the oft-heard 

argument that women do not enter science because of 
lower math ability. We categorized math-intensive fields on 
the basis of the mean GRE quantitative scores of graduates 
students in each field.

 2. In this article, we use the terms “gender” and “sex” inter-
changeably, not reserving the latter for exclusively biologi-
cal contexts.

 3. We will not address issues related to women of color or 
immigrant women in science because race/ethnicity and 

nativity present additional academic career challenges for 
women (National Research Council, 2013).

 4. In the appendix, we disaggregate the fields of mathematics 
and computer science and discuss these different trends 
for bachelors and PhDs.

 5. Recently, Valian (2014) has argued that despite the fact 
that these two dimensions produce empirical clusters, 
they are not conceptually coherent, with the three “thing” 
components (Realistic, Conventional, and Investigative) 
representing conceptually heterogeneous attributes 
and, similarly, the three “people” components (Social, 
Enterprising, Artistic) being conceptually heterogeneous. 
Thus, she argues that the people-thing distinction may not 
distinguish exclusively between people versus thing ori-
entations. Her argument combines the Social-Enterprising-
Artistic themes of the Holland codes and contrasts them 
with the Realistic-Conventional-Investigative themes. Her 
point about the measurement of occupational performance 
and the malleability of occupational choices is important to 
bear in mind with regard to the implications of the people-
thing discussion. However, the people-thing dimension 
that runs from the so-called Realistic component to the 
Social one (the other components are not involved) leads 
to the conclusion that this dimension reflects a psychologi-
cally significant parameter of human individuality. Barring 
empirical evidence for a lack of sex differences in these 
components that is predictive of occupational choices, or 
evidence that the two components (Realistic-Social) are 
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more relevant for males but orthogonal for females, the 
people-thing dimension seems pertinent to maintain.

 6. It is surprising, in view of the extensive documentation 
and effect sizes involved, that researchers are sometimes 
dismissive of this construct (e.g., Morgan et al., 2013).

 7. This synopsis is necessarily highly abbreviated and does 
not discuss the myriad complexities that have prodded 
hormone researchers to repeatedly qualify earlier posi-
tions. Initially, animal studies appeared to suggest a sim-
pler, straightforward picture of male hormones resulting in 
subsequent male-typed behavior. For example, male rats 
perform better than female rats on some spatial tasks, but 
female rats exposed to higher levels of androgen or its 
metabolites during early development show improved per-
formance, and conversely, males exposed to lower levels 
of androgens display reduced performance (C. Williams & 
Meck, 1991). Subsequently, researchers found a U-shaped 
function wherein male hormones enhanced spatial cog-
nition to a point, but beyond this point, they actually 
decreased performance in males.

 8. See Miller and Halpern (2014) for examples of perfor-
mance on spatial tasks that varies depending on whether 
the tasks are speeded versus non-speeded or involve trans-
formations of rigid surface versus nonrigid surfaces.

 9. The effect size, d, is the mean for males minus the mean 
for females, divided by the pooled within-gender standard 
deviation.

10. Xie and Shauman defined science and engineering as the 
fields of life science, physical science (including geosci-
ence), mathematics/computer science, and engineering.

11. The economist Lorne Carmichael (2005) made this point 
by analogy:

The overall conditions for producing softwood in the 
Southeastern United States are much better than they are 
in Northern Ontario. So why does Canada export lumber 
to the United States when the Americans could produce it 
faster and better? The answer [is that] countries specialize 
in producing goods for which they have a “comparative” 
advantage. By this logic, the reason that land in Northern 
Ontario is devoted to the growing of trees is that there is 
precious little else that can be done with it. In Georgia 
the land can be used for many other things; golf courses, 
peach orchards, and stately homes made from cheap 
imported Canadian lumber. In discussions of the low num-
ber of women choosing to study Science and Engineering, 
much is often made of the fact that women do just as 
well in their high school science and mathematics courses 
as do men. But the data are just as clear on another 
fact—women on average do much better in English, and 
indeed in every class other than science and math. And 
high school students must choose what to do with their 
time just as countries must choose what to do with their 
land. . . . When we consider overall performance in high 
school, the question about enrollments in Engineering is 
not: “Why are there so few women?” The real question is 
rhetorical: “What else are boys going to do?” (p. 6)

12. Note that this is a different measure than reported above 
on STEM only. The male-to-female ratio of high school 

students with occupational plans in STEM fields requiring 
a doctor of medicine is 2:1, compared with 4:1 for STEM 
fields alone.

13. Note that Xie and Shauman’s (2003) estimates of the per-
centage of students who persisted in STEM fields were 
much lower than those of Morgan et al. (2013), perhaps 
because Xie and Shauman used completed STEM majors 
(whereas Morgan et  al. used declared STEM majors), 
because they studied a cohort 20 years earlier, or because 
they defined “science” differently.

14. “PEMC,” in their terminology, for physical sciences, engi-
neering, mathematics, and computer science (Perez-
Felkner et al., 2012).

15. Note that this difference in female persistence was not 
divided cleanly between GEEMP and LPS fields.

16. As a result, female students were less likely to persist in a 
science major than males (48% vs. 66%).

17. These percentages do not sum to 100% because they 
exclude those presently enrolled in a graduate or profes-
sional degree (these numbers were similar across sexes but 
not differentiated by type of degree).

18. Consider: a blogger at Science magazine asserted:

Given qualified women drop out of math-intensive fields 
at higher rates than their male peers . . . the women who 
remain are probably, on average, better than their male 
colleagues and should be having better (hiring) outcomes 
on average. If their salaries, resources, publication rates, 
etc. are similar, it then indicates gender discrimination still 
exists, not that this problem has been solved. (http://blogs.
sciencemag.org/sciencecareers/2011/02/the-real-cause.
html; retrieved on June 22, 2014)

A commentator on another blog post, speaking of her 
“experience at a national lab,” wrote:

Female scientists were either not retained or not hired so 
that only a couple of super-brilliant female scientists were 
working in staff-scientist positions. On the other hand, 
several mediocre male scientists were hired and retained, 
many rising to staff-scientist positions or higher. If you 
compare these super-brilliant female scientists with their 
mediocre male counterparts, of course you will not see 
the difference in their treatment. (Kali, 2011) 

In a critique posted on February 15, 2012, Cathy Kessel 
argued that claims of gender equivalence were mislead-
ing because they overlooked the possibility that women’s 
scholarship is better than men’s. In her words:

The studies [claiming gender neutrality] examined odds 
ratios rather than details of the proposals submitted. This 
does not rule out the possibility of gender bias. As Marie 
Vitulli and I said in 2011 [Kessel & Vitulli, 2011], “selection 
bias can also explain why, in the presence of gender dis-
crimination, female scientists might still fare as well as their 
male colleagues in some respects if their work was better 
on average than that of their male peers.” (Kessel, 2012)

19. The embargo policy of the journal to which this report has 
been submitted prohibits our discussion of these findings 
before they are published.
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20. That is, they have successfully completed doctoral pro-
grams, garnered publications and glowing letters of ref-
erence, and been rated by the hypothetical faculty as 
“excellent” to “exceptional.”

21. This includes results from the Eigenfactor Project 
(http://chronicle.com/article/Woman-as-Academic-
Authors/135192; Symonds, Gemmell, Braisher, Gorringe, & 
Elgar, 2006).

22. For instance, Bellas and Toutkoushian (1999) and 
Blackburn and Lawrence (1995) included all academics, 
not just scientists.

23. The 2010 SDR did not ask questions about publication.
24. Among others, Long (1992) showed that annual STEM-

faculty publications change as a function of years since the 
receipt of PhD, rising for at least 12 years, with patterns 
over career years that differ by gender. In the SDR analysis, 
we found that 5-year publication rates are greatest for full 
professors and lowest for assistant professors, although our 
results may be the result of the least successful dropping 
out of academe.

25. Bellas and Toutkoushian (1999), who studied all fields, not 
just STEM, also found a large effect of teaching on research 
productivity.

26. Many scientists now emphasize the h-index, which is an 
author’s maximum number (h) of articles that that have 
at least h citations. (See, e.g., Hopkins, Jawitz, McCarty, 
Alex Goldman, & Basu, 2013). Although this is an excellent 
measure for identifying people’s career accomplishments, 
it is highly dependent on their total publications and career 
length, does not isolate others’ evaluation of research from 
production of the research itself, and, therefore, cannot be 
compared to citations per article controlling for years since 
publication. Given the increasing numbers of female STEM 
PhDs, there are of course more males than females at 
senior levels and thus with high h-indices. We do include 
in our summary table one article based on an h-index 
(Duch et al., 2012) because it considers a specific career 
length (10 years post-PhD) and adjusts for the numbers of 
publications.

27. Some of the differences at all institutions combined were 
due to there being more men at R1 universities, which as 
a group pay higher salaries in all 24 field/rank cells and so 
did not have simultaneous larger non-R1 and smaller R1 
salary gaps.

28. Non-economists might deem these “societal expectations.”
29. Kelly and Grant excluded all social scientists from these 

fields and included life scientists in their analysis.
30. For instance, although childless biomedical tenured and 

tenure-track women academics earn only 1.5% less than 
men when hired, by 10 years post-PhD, they earn 9.4% 
less.

31. In 2004, the NIH announced Research Supplements to 
Promote Reentry into Biomedical and Behavioral Research 
Careers (http://grants.nih.gov/grants/guide/pa-files/PA-08-
191.html). In 2011, the NSF announced a 10-year plan 
to promote work-related flexibility for research scientists 
(http://www.nsf.gov/pubs/2012/nsf12065/nsf12065.pdf).

32. Calculated as a percentage of those who did not retire.
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